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Abstract—the main aim of BCI builds a communicating 
bridge between brain and peripheral devices. NIRS is 
dependent on changes of blood flow, as it measures 
oxygenated and deoxygenated hemoglobin’s in the super-
facial layers of the human cortex. We are able to detect HbO 
and HbR of imaged movement and movement on the 
surface of the brain with NIRS. If we want to achieve the 
control of external devices with HbO and HbR, the change 
of these data must be analyzed, and be extracted. In this 
paper, we present a new method to achieve in the analysis of 
the data of HbO and HbR, realize the removal of high 
frequency and achieve preliminary extraction the 
characteristics of the data. Secondary analysis of the 
extracted feature points could reduce the number of feature 
points. Designing a new compensated interpolation 
algorithm achieve completely new feature points to replace 
the original feature points to represent the data .The 
interpolated data curves response the change of original 
data, and realize  the removal of high frequency to smooth 
the output curve. 
 
Index Terms—interpolation algorithm, time series analysis, 
near-infrared spectroscopy, oxygenated hemoglobin 
 

I. INTRODUCTION 

The main aim of Brain Computer Interface (BCI) 
builds a communicating bridge between brain and 
peripheral devices [1]-[3]. One of the essential conditions 
to want better development and popularizing application 
of the BCI system is finding a kind of signal which could 
reflect different mental state of brain and could be 
extracted and classified in real time or short term. 
Electroencephalogram (EEG) is a non-invasive 
technology of brain activity, with high resolution, 
reliability, the amount of information, visual images of 
features, so it becomes one of the best choices for BCI [4-
6]. The Nuclear Information and Resource Service(NIRS) 
is dependent on changes of blood flow, as it measures 
oxygenated and deoxygenated hemoglobin’s ([HbO] and 
[HbR]) in the super-facial layers of the human cortex. We 
are able to detect HbO and HbR of imaged movement 
and movement on the surface of the brain with NIRS. We 
could judge simple task they want to do with these data. 

Detected through equipment brain oxygen data change 
frequency is higher. The difference is mainly reflected in 
the continuous movement, blood oxygen concentration 
curve may show large fluctuations, such a change is a 
manifestation of the oxygen concentration data measured 
by brain. But such a signal is not suitable as a direct 
control of the output signal. We hope that the change 
trend of the data is represented by a smooth curve 
through signal processing methods for the next 
processing data. 

In the field of signal processing, the empirical mode 
decomposition (EMD) [7] - [10] has been recognized as 
the driving signal decomposition method of effective data, 
and has been widely applied to multiscale signal analysis. 
EMD method is to remove the average of superior 
envelope and inferior envelope in the source data, and it 
will inevitably affect the true value to the original data 
[11-16]. In the new algorithm, we ensure the effective 
characteristics of the data at the same time, and use a 
smaller number of feature points to complete the 
description of the source data. Through calculation we 
can get the new data replacing feature points. These data 
not only describe the characteristics of the source data, 
but also facilitate interpolation algorithm to interpolate. 
The source data is described as a smooth curve by 
interpolated data we need. The curves can describe the 
basic characteristics of the source data, and output stable 
data. 

II. METHOD 

We give a general flowchart of the Features Extraction 
from NIRS (FEFN) algorithm showing in Fig.1. The 
maxima and the minima are extracted from input time 
series by given the same time slice. We can get one 
maxima and one minima in one time slice. Before getting 
extreme, we remove noise data first of all. All of the 
maxima and the minima form maxima set and minima set. 
They are processed by an amalgamating algorithm and 
get rid of some redundant data from the maxima set and 
the minima set. Three cases of the adjacent nodes are 
processed with different function. Details will be covered 
in the subsequence sections. 
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Figure 1. General Flowchart of the algorithm 

A.  FEFN Basics 
Let {x[n],n=1,…,N*M} be an N*M time series which 

we will refer to as x[n].T is the time series of one whole 
experiment, Let { Ti, i=1,…,M} be an M-element time 
series which is the M equal segments. The value of M can 
affect the result of an operation, so we will discusses in 
detail in the subsequence sections. There are N elements 
in one segment. Let{(L[i],x[L[i]]),i=1,…,M} be an array 
with M elements which is maximum value in i segment. 
Let{(S[i],x[S[i]]),i=1,…,M} be an array with M elements 
which is minimum value in i segment. 

Maxima Envelope: The maxima envelope of a time 
series is Line segment passes through all of its 
maxima.(see the purpose one in Fig. 2) 

Minima Envelope: The minima envelope of a time 
series is Line segment passes through all of its minima. 
(see the green one in Fig. 1) 

M’value: The value of M is can affect the result of the 
maxima Envelope and the minima envelope. Polylines 
with the different M’s value are in Fig.2 

Cross Polyline: Starting points and end points of the 
cross polyline come from the set of maxima Envelope 
and minima Envelope alternately. Firstly we take out a 
node from maxima envelope as the starting node, and 
take out a node from minima envelope as the end node, 
and drawing a straight line joining these two points. The 
end node from minima envelope becomes a start node, 
and end node is the second node in maxima envelope 
then. These nodes from maxima envelope and minima 
Envelope alternately are taken out and are joined together. 
The implementation process of joining lines is two steps. 
One is MaxtoMin line, the other is MintoMax line. Cross 
Polyline (CP) is the set of MaxtoMin and MintoMax. Tcp 
is the number of every segment as in (1), and fcp is 
reciprocal of Tcp as in (2). 

 

 
Figure 2. Comparison between different value of M. For both (a) and 
(b), the red curve is original time series, and its superior and inferior 

envelopes are depicted as pink and green dashed curves. The value of M 
in (a) is larger than in(b). Tcp N/M                                  (1) fcp M/N                                   (2) 

Theoretically, we divide time series into M equal 
divisions. All data from CP curves are the maximum and 
minimum values which were selected from M parts. 
These data could present features of each part’s data. 
Each part is an independent part of data processing, and 
the interpolation operation will be implemented in each 
part at last. We could not retain all data in CP curves in 
solving practical problems. We need analysis data in CP 
curves, and eliminate data which could not present 
features of original data information. After the 
modification of CP’ curves could keep the primary data 
features using few data. 

In short, the objective of algorithm is removing the 
noise data which disturbs data presenting, and forming 
CP curves which we defined after divided time series. 
With the relevant algorithms, some useful data was 
reserved, and useless data was removal. The improved 
CP’ curves instead of intrinsic curves 

B.  CP Process 
The main process of FEFN forms CP curves and CP’ 

curves from time series data. Firstly, we divide time 
series into M region, and form CP curves. By analyzing 
the data of CP, We realize data removing and merging.  

M’s value: the algorithm idea is choosing the 
maximum and minimum in every region, and presenting 
data character with these data. There are the maximum 
and minimum in every region, and connect these data to 
generate CP curves. Of course, there are some anomaly 
data in those data. The selection of extreme is greatly 
affected by the number of anomaly data. The method of 
removing anomaly data is removing several maximum 
and minimum, and the more accurate method is removing 
the middle node in three consecutive nodes which 
crossing angle is small. Yi-1, Yi, Yi+1 is value of three 
consecutive nodes.  Because of the same sample time, 
there are the same the abscissa value. The value is t0. We 
could calculate the angle α with Yi-1, Yi, Yi+1 and t0. If 
the angle α  is smaller than a given threshold, Yi is 
considered as an anomaly data which we call noise data 
and will be removed. An approximate method used to 
find out noise data could be chosen .the value of 
ΔYi/ΔYi+1or ΔYi+1/ΔYi is larger than a given threshold, Yi 
is considered as an anomaly data as in (3) and (4). 

(b)

(a) 

Input  
Time 
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CP CP’
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ΔYi=|ΔYi-ΔYi-1|                             (3) 

ΔYi+1=|ΔYi+1-ΔYi|                            (4) 

 
Figure 3. The positional relationship of the three consecutive points 

We begin to define the value of M after removing 
noise data. The principle of selecting M’s value is 
satisfied with such conditions. 

1. For the convenience of the interpolation operation, 
extreme value distribution in each region should be 
comparatively distributed with the mean distance. The 
distance between two consecutive maxima or minima 
should be close to Tcp. If we are able to determine the 
M’value with the basis of the analysis and comparison of 
previous data, its calculation efficiency is higher. 

2. In the process of determining the value of M, it 
should try to ensure the maximum and minimum values 
appear alternately. 

Because of data’s own characteristics, it is very 
difficult to meet the above requirements. If the value of 
M is the close to or meets the need of requirement, there 
is a high efficiency in the back of the computing process. 
The value of M should be greater than 1/2 of the cycle of 
changes in the value of the brain signal in general case. If 
the value of M is not larger than the cycle of the signal 
changes in the brain of 1/2, some data may be lost. 

 
Figure 4. CP line 

C.  Interpolation&CP’ Process 
After determining the value of M, We divide time 

series into M segments.  Maximum value in each segment 
will be put into L[i], and minimum value will be put into 
S[i]. Variable iis the NO. of segment, and  the values of i 
are chosen between 1 and M. under the perfect conditions, 
Connection of the data in the L and S may be formed CP. 

In the three points, if there is a maximum near the 
point of maximum value, the subsequent far greater than 
a maximum value, we can remove the intermediate value. 

Reducing the data in Lensure that this data does not exist 
in the L. The S array data is processed in the same way. 
In the CP of the maximum value and minimum value 
curve, we remove the peak around the protrusion, and the 
extreme point of attachment is retained. 

After getting a simplified L and S array, we can select 
the value in turn. In the L and S data, the points will be 
connected into CP which meets the conditions. The 
method is that the maximum value point appears in the 
individual changes will be retained, and others points will 
be removed. 

After getting the line which is simplified, we will form 
smooth curve with interpolation method. In the common 
interpolation algorithm, we can construct interpolation 
points according to the points we provided, and then 
formed a relatively smooth curve. But the interpolation 
curve can't meet our requirements. Because the 
interpolation data cannot guarantee form in accordance 
with the original discount trend, and it does not guarantee 
that the extreme we give is appeared in the curve peaks 
and troughs, as shown in Fig 5. Therefore, we need to 
improve the interpolation algorithm. 

 
Figure 5. Interpolated curve 

In the process of traditional interpolation algorithm, 
when the number of interpolation points and operations 
are too many, so the insertion value is uncertainty. It is 
said that although we can get the given value, there will 
be a great deviation between "fact" and the value in the 
vicinity, this kind of phenomenon is also called "the 
Runge phenomenon”. The solution is piecewise 
interpolation polynomial in low degree, to reduce the 
interpolation point. According to the features of the data 
we need interpolation, we need to be closed interval 
segmentation, to make the relatively small number of 
interpolation points in each cell and then to interpolate 
between each cell. 

After determining the number of interpolation points, 
according to the experiment data, the effect between the 
two interpolation points in about 5 is relatively 
satisfactory, but more than 10 will be more serious, so if 
the interpolation points are not too many, every interval 
with 5 interpolations can get good effect. But to ensure 
that each contact more closely, make the interpolated 
curve more smooth, we should let the interval contains 
several identical interpolation point in the interval 
distribution .The number of selected the interpolation 
points for N, The interpolation points for each interval 
contains m. 

Our approach is in accordance with the sliding window, 

Yi-1 

Yi 

Yi+1 

α

t0 t0 
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the window contains the M points, each window sliding 
down the instrument point. This two time interpolation 
calculation of a point M-1 is repeated last used 
interpolation point. The algorithm only needs to compute 
at point N-m+1, the end of the computation. The 
smoothness of the m value determination will affect the 
curve. 

In the interpolation process, we can obtain a smooth 
curve. However, the curve is not necessarily according to 
data changes. Drawing line graph we can use three points 
to finish a crest or trough description. But when we use 
the same three points to describe smooth curves, it is 
unable to draw the desired curve. Therefore we need to 
interpolate some supplemental point, which can guide the 
interpolation algorithm meet the requirements during the 
interpolation process. Derivation formulas are as in (5), 
(6) and (7). ∗∗ .                (5) 

a0=                         (6) 

a                                (7) 

In order to obtain a smooth curve segments, we can 
define each segment as a parabola. Supposing a parabola 
through two points (x0,y0) and (x1,y1), we cannot 
determine it pass through point (x2,y2).We can use the 
similar point (x’2,y2) to replace point (x2,y2),and the 
abscissa of (x’2,y2) is the same as abscissa of vertices 
which could be calculated. According to the longitudinal 
coordinate the coordinates of two points and a point, we 
could get the coordinate of new vertices. 

In the process of solving equations, we can get 
expressions for a and a0. We analyze that the auxiliary 
points have the effects on the procession of interpolation 
S. The five points we selected are assumed as the feature 
points. If we want the interpolated curve to pass through 
these five points, and these five points are continuous 
peaks of the curve, the curve will pass through the 
intermediate points of the connection of each two 
adjacent points. The intermediate points will be added 
into original peaks to calculate auxiliary points’ position. 
We use the auxiliary points to replace original the 
characteristic points to realize interpolation calculation. 
We find six intermediate points as characteristic points in 
the connectivity, and figure out 12 new points as the 
auxiliary points to complete the interpolation calculation 
(Fig. 6). 

 

 
Figure 6. (a) is using (x2’,y2) to replace (x2,y2).Calculate new points 
with (x0,y0), (x1,y1) and (x2’,y2).For both (b) and (c), the redpoints are 

characteristic points, and the green points are auxiliary points. 

Because the expression needs to prescribe in the 
calculation process, the a0 may appear two values in the 
process of calculation. We can judge the two values 
which is consistent with our design curves. With analysis 
of the data, a0 is the abscissa of parabola apex, and it is 
the value of the x2’. a0 value should be between x0 and x1. 
In this way we can choose one of the two values as a 
curve equation of value. However, in different 
circumstances, every time we need to compare the 
relationship of three values to get the curve of a0 value. 
From the first set of data, we can see that there are large 
fluctuations in the original data curve. By analyzing the 
data, there is the difference result in brain surface oxygen 
concentration. In the continuous movement of finger case, 
there is larger fluctuation in the brain blood oxygen 
concentration. We hope that with the new method, the 
output of oxygen concentration curve is smooth. 

III. RESULT 

Ten experiments which have been popularly used in 
BCI are designed and implemented to revalue and 
validate the proposed ENDS. During these tasks 
simultaneous measurements of NIRS were performed. 
The NIRS-System was equipped with 37 optical fibers 
(15 sources with wavelengths of 850 nm and 760 nm, 22 
detectors convolving to 37 measurement channels). 
Frontal, motor and parietal areas of the head were 
covered. The sampling frequency was fNIRS= 10 Hz. We 
choose 2 representative experiments with large 
fluctuations as the object we analysis. 

The first study is based on non-continuous fingers 
motions on one side, and 20 sets of data of the sample 
divided into two groups which were selected as training 
set. The subjects were seated in a comfortable chair with 
armrests and were instructed to relax their arms. The 
experiment has 5 parts. Before the experiment, the 
subjects have 10 seconds’ rest. There are 20 seconds’ 
fingers motion and 30 seconds’ rest in every part. The 
subjects were finger movement on one side in each group. 
This enables us to situate the NIRS channel positions 
according to the standard 10 – 20 system. 

 
 

 

(x0,y0) (x2,y2) (x4,y4) (x6,y6) 

(x1,y1) (x2,y2) (x3,y3) 
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