Blind Single-Image Super Resolution Reconstruction with Gaussian Blur and Pepper & Salt Noise
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Abstract—To improve the spatial resolution of low resolution image with Gaussian blur and Pepper & salt noise, a blind single-image super resolution reconstruction method is proposed. In the low resolution imaging model, the Gaussian blur, down-sampling, as well as Pepper & Salt noise are all considered. Firstly, the Pepper & Salt noise in the low resolution image is reduced through median filtering method. Then, the Gaussian blur of the de-noised image is estimated through error-parameter analysis method. Finally, super resolution reconstruction is carried out through iterative back projection algorithm. Experimental results show that the Gaussian blur is estimated with high accuracy, and the Pepper & Salt noise are removed effectively. The visual effect and peak signal to noise ratio (PSNR) of the super resolution reconstructed image is improved. In addition, the importance of Gaussian blur in single-image super resolution reconstruction is justified in an experimental way.

Index Terms—Blind; Single-image; Super resolution; Gaussian blur; Pepper & salt noise; Iterative back projection

I. INTRODUCTION

In many electronic imaging applications, high resolution (HR) images are often desired and required. HR means that the pixel density within and image is high, and can offer more details. To improve the spatial resolution of image, the most direct way to improve the precision and stability of the imaging system with expensive cost and some technical difficulties. Super resolution (SR) method is an efficient way with lower cost than hardware method.

In general, SR includes video SR [1] and image SR. Video SR refers to reconstructing a higher resolution video form a low resolution (LR) video by utilizing the redundancy information between the adjacent frames and the prior information of the imaging system. Image SR refers to reconstructing a higher resolution from one image or a set of images acquired from the same scene. On the basis of the number of the LR images, image SR mainly includes multi-image SR [2-4] and single-image SR [5-7]. Multi-image SR is commonly researched, in which the movement with sub-pixel precision is estimated and utilized to reconstruct a HR image. Image registration is very important in multi-image SR. If the movement between the LR images is estimated with low accuracy, the misregistration phenomenon will be very obvious, and the SR reconstruction quality will degrade greatly. But, in some cases, multiple image of the same scene can not be acquired. HR image should be reconstructed from a single LR image. In recent years, approaches have changed the classical SR paradigm with multiples images, evolving towards the use of information from a single low resolution image [8].

In many practical applications, the image restoration problem is always blind, which means that the PSF is most likely unknown or is known only to within a set of parameters [9]. In the IBP reconstruction algorithm, the more accurate the estimation of the imaging model is, the better the quality of the reconstructed image will be. However, in most of the current algorithms, the blur is assumed to be a known Gaussian point spread function (PSF) with given parameters, and the blur is not considered at all in some algorithms, which does not meet the real imaging model of optical devices. Thus, the blind image SR reconstruction [10-12] problem arises naturally and is expressed as estimating a HR image and the PSF simultaneously, which is one advanced issue and challenge in image restoration. The foremost difficulty of blind de-blurring is rooted in the fact that the observed image is an incomplete convolution. The convolution relationship around the boundary is destroyed by the cut-off frequency, which makes it much more difficult to identify the blurring function.

In many practical applications, the image restoration problem is always blind, which means that the PSF is most likely unknown or is known only to within a set of parameters. Blind image SR has always been a difficult and challenge problem, which hasn’t been well resolved yet. In image SR reconstruction algorithm, the more accurate the estimation of the imaging model is, the better the quality of the reconstructed image will be. However, in most of the current algorithms, the blur is assumed to be a known Gaussian point spread function (PSF) with given parameters, and the blur is not considered at all in some algorithms, which does not meet the real imaging model of optical devices and limits the SR reconstruction quality.
In addition, the process of noise is seldom considered, which restrained the quality of the SR reconstructed image [13]. The noise can worsen the quality of images and bring some difficulty to image analysis. Thus, noise should be considered in the framework of single-image SR reconstruction.

In this paper, a framework of blind single image SR reconstruction method with Gaussian blur and Pepper and Salt noise is proposed. In the LR imaging model, the processes of Gaussian blur, down-sampling, as well as noise are all considered. The Pepper and Salt noise is reduced through median filtering method. The Gaussian blur of the de-noised LR image is estimated through error parameter analysis method. The SR image is reconstructed through iterative back projection (IBP) algorithm.

II. FRAMEWORK OF BLIND SINGLE-IMAGE SR RECONSTRUCTION WITH GAUSSIAN BLUR AND PEPPER & SALT NOISE

The framework of single-image SR reconstruction with Gaussian blur and Pepper & Salt noise is shown in Fig.1. Firstly, the Pepper and Salt noise in the low resolution image is reduced through median filtering method. Then, the Gaussian blur of the de-noised image is estimated through error-parameter analysis method. Finally, super resolution reconstruction is carried out through iterative back projection algorithm.

A. The LR Imaging Model

In the LR imaging model, the Gaussian blur, down-sample, as well as Pepper & salt noise are considered, as shown in Fig.1. The mathematical description of LR imaging model of single-image SR reconstruction may be expressed as follows:

\[ Y = BDF + N \]  

(1)

Where, \( Y \) represents the LR image; \( F \) is the HR image; \( B \) is the blur function; \( D \) is the down-sample process; \( N \) is the noise.

The real scene may be expressed by a high resolution (HR) image. Firstly, the HR image is blurred by convolving with a point spread function (PSF). The blur mainly includes the Gaussian blur induced by the optical devices of the imaging system, the motion blur caused by the movement of the scene or the camera, as well as the defocus blur bringing by the false focus while imaging, etc. As Gaussian blur is the most common and is considered here. Secondly, the blurred image is down-sampled by a given integer factor. Here, the down-sampled image is gained by taking the neighborhood average gray value of the blurred image. Thirdly, the down-sampled is noised to generate the LR image. Here, the Pepper & Salt noise is considered.

B. Iterative Back Projection Method

Among the current SR reconstruction methods, the iterative back projection (IBP) method has the virtues of small computational amount, fast convergent rate, good reconstruction effect, and so on. In addition, the estimated information about the LR imaging model can be well utilized in the IBP algorithm. If the LR imaging model is estimated more accurately, the SR reconstructed image will achieve better quality.

In IBP algorithm, by back projecting the estimation error between the estimated LR image and the original image onto the HR image grid, the estimation error is gained to modify to estimated HR image. Repeating the above process until the iteration time is greater than a given number or the estimation error is less than a threshold, the SR image will be gained.

According to this idea, the IBP algorithm may be expressed as follows:

\[ \hat{f}_{k+1} = \hat{f}_k - \lambda H_{BP}(\hat{y}_k - y) \]  

(2)

Here, the initial value of the estimated HR image is taken as the interpolated image of the LR image by Bilinear interpolation algorithm. According to the LR imaging model proposed in this paper and the idea of IBP algorithm, the framework of the single-image SR reconstruction method with noise is shown in Fig.1. Here, \( k \) is the iteration time; \( \hat{f} \) is the estimated SR image; \( y \) is the observed LR image; \( \hat{y} \) is the simulated LR images of \( \hat{f} \) passed through the LR imaging model; \( B \) and \( D \) are the matrix forms of the motion blur and down-sampling respectively; \( N \) is the system noise; \( B^{-1}, D^{-1} \) and \( n^{-1} \) denote the inverse operation of \( B \), \( D \) and \( n \); \( H_{BP} \) is the back projection operation; \( \hat{y} - y \) is the difference of simulated LR image and the de-noised LR image; \( \lambda \) is the gradient step.

C. Gaussian Blur Estimation

Gaussian PSF is the most common blurring function of many optical measurements and imaging systems. Generally, the Gaussian blurring function may be expressed as follows:

\[ h(m,n) = \begin{cases} \frac{1}{\sqrt{2\pi}\sigma^2} \exp[-\frac{1}{2\sigma^2}(m^2+n^2) ](m,n)\in C \\ 0 \end{cases} \]  

(3)

Where, \( \sigma \) is the standard deviation; \( C \) is a supporting
region. Commonly, \( C \) is denoted by a matrix with size of \( K \times K \), and \( K \) is often an odd number.

Thus, two parameters that are the size (\( K \)) and the standard deviation (\( \sigma \)) need to be identified for the Gaussian blurring function. Because the Fourier transformation of a Gaussian function is still a Gaussian function, it is impossible to identify the parameters by the zero-crossing point in the frequency domain. But in many cases, the isolated point and the intensity edges in the observed image may provide the necessary information to identify the blurring function.

The parameters of the Gaussian PSF may be estimated according to the error-parameter curves based on Wiener filtering method. The Wiener filtering is usually approximated by the following formula:

\[
X = \frac{H^*Y}{|H|^2 + \gamma}
\]

Where, \( X \), \( Y \) and \( H \) are the Fourier transformations of the real image (\( x \)), the blurred image (\( y \)) and the blurring function (\( h \)) respectively; * denotes the conjugate operation; \( \gamma \) is a positive constant, and the best value of \( \gamma \) is taken as the reciprocal of the SNR.

In the Wiener filtering algorithm, in order to restrain the parasitic ripple induced by the boundary cutoff, the image needs to have circular boundary. For the observed image (\( y \)) with size of \( M \times N \), reflection symmetric extension is performed on it, and the size of the extended image becomes \( 2M \times 2N \). Then, calculate the Fourier transformation of the extended image (\( Y \)). Given a size (\( K \)) of the PSF, the error-parameter curve is generated at different standard deviations (\( \sigma \)). According to error-parameter the curves at different sizes, these two parameters can be estimated approximately. The identification process is expressed as follows:

- **Step 1** Select a range of the standard deviation given by the minimum value (\( \sigma_{\text{min}} \)) and the maximum value (\( \sigma_{\text{max}} \));
- **Step 2** Set a searching number (\( S \)), and we will get:
  \[
  \Delta \alpha = \frac{(\sigma_{\text{max}} - \sigma_{\text{min}})}{S};
  \]
- **Step 3** Set different sizes (\( K \)) of the PSF, repeating Step 4
- **Step 4** For \( i = 1 : S \), repeat Step 4.1 to Step 4.5
  - **Step 4.1** Compute the current standard deviation:
    \[
    \sigma = \sigma_{\text{min}} + (i - 1)\Delta \alpha;
    \]
  - **Step 4.2** Generate the Gaussian blurring function \( h \) according to \( K \) and \( \sigma \);
  - **Step 4.3** Add zeroes to \( h \) and make it to be the size of \( 2M \times 2N \), then compute its Fourier transformation (\( H \));
  - **Step 4.4** According to equation (4), estimate the Fourier transformation of the real image (\( X \));
  - **Step 4.5** Compute the estimation error:
    \[
    E = \|Y - XH\|^2;
    \]
- **Step 5** Plot the error-parameter (\( E - \sigma \)) curves at different sizes.

According to the \( E - \delta \) curves, the approximate size and standard deviation of the blurring function can be estimated. The size where the distance between the curves decreases greatly is assumed to be the estimated size, and the standard deviation where the corresponding curve increases obviously is assumed to be the estimated standard deviation.

In order to estimate the parameters of Gaussian PSF automatically, two thresholds \( T_1 \) and \( T_2 \) are set. Firstly, given an estimation error \( e \), the curve where once the distance between curves is smaller than \( T_1 \) gives out the estimated size (\( \hat{K} \)) of the Gaussian PSF. The distance is defined as the absolute difference of the cycle number (\( j \)) of standard deviation at \( e \). Then, by calculating the slope of the estimation error at different standard deviations on the estimated curve, the deviation value can be estimated. The deviation once the slope is greater than the threshold \( T_2 \) is the estimated deviation (\( \hat{\sigma} \)).

**D. Median Filter Algorithm**

The median filter algorithm is widely used due to good smoothing performance for noise with long-tailed probability distribution and some image detail preserving capability. It is used to remove Pepper and Salt noise here.

In median filter algorithm, the isolated noise points are eliminated by making the gray values be close to their real values. The gray value at a given point is replaced by the median gray value in the sliding window. In the sliding window, the gray values are sorted in ascending or descending way. The median filter may be expressed as follows:

\[
y(i, j) = \text{med}\{y_0(i-m, j-n), (m, n \in W)\}
\]

Where, \( y_0 \) (\( ij \)) is the noised image; \( y(ij) \) is the de-noised image; \( W \) is a two dimensional sliding window. The sliding window is often taken as a \( L \times L \) rectangle, where \( L \) is often an odd number.

**III. EXPERIMENTS**

Experiments are performed on simulated LR image to test the algorithm objectively and subjectively. The HR image ‘lena.bmp’ with size 256×256 as shown in Fig.2 is passed through the LR imaging model as shown in Fig.1. Firstly, the HR image is convolved by a Gaussian PSF with size of 7 and standard deviation of 1 respectively. Secondly, the blurred image is down-sampled by a factor of 2 in horizontal and vertical direction. Finally, Pepper and Salt noise with a density of 0.05 is added. The generated LR image with size of 128×128 is shown in Fig.3.

Firstly, the simulated LR image is de-noised by median filtering algorithm. The de-noised LR image is shown in Fig.4. The bilinear interpolated de-noised LR image by 2 times is shown in Fig.5. The bilinear interpolated de-noised LR image by 2 times is shown in Fig.6, from which we can see that the Pepper & Salt noise is restrained effectively.
Secondly, utilizing the error-parameter analysis method, the parameters of the Gaussian PSF is estimated approximately. The sizes (K) of the Gaussian PSF are taken as 3, 5, 7, 9 and 11 respectively. The range of the standard deviation (σ) is taken as [0.5, 2]. The searching time is taken as 100. The threshold T1 and T2 are taken as 2 and 0.7 respectively. The generated error-parameter (E-σ) curves of the LR image at different sizes are shown in Fig.7.

![Figure 2. The HR image.](image)

![Figure 3. The simulated LR image.](image)

![Figure 4. The de-noised LR image.](image)

![Figure 5. The Bilinear interpolated image of LR image.](image)

![Figure 6. The Bilinear interpolated image of de-noised LR image.](image)

![Figure 7. The error-parameter curves of the de-noised LR image.](image)

![Figure 8. The estimated Gaussian PSF.](image)
By analyzing the relationship of the multiple curves, the estimated size ($\hat{K}$) is 7, and the estimated standard deviation ($\hat{\sigma}$) is 0.92. The estimated Gaussian PSF is shown in Fig.8. The relative estimation error of the size and standard deviation are as follows respectively:

$$\frac{|K_o - \hat{K}|}{K_o} = \frac{|7 - 7|}{7} = 0$$

$$\frac{|\sigma_o - \hat{\sigma}|}{\sigma_o} = \frac{|0.92 - 0.92|}{0.92} = 0.08$$

Thirdly, SR image is reconstructed through IBP algorithm. When the estimated size and standard deviation of the Gaussian PSF are 7 and 0.92, the SR reconstructed image is shown in Fig.9.

In addition, in order to justify the importance of Gaussian blur estimation in SR single-image reconstruction, in the case of the estimated size of Gaussian PSF is 7, and the estimated standard deviation is taken from 0.1 to 3 with an increment of 0.1, the PSNRs of the estimated SR images are shown in Fig.12. The SR reconstructed images when the standard deviations are 0.1 and 3 are shown in Fig.10 and Fig.11 respectively.

Relative to the HR image as shown in Fig.2, the mean square error (MSE) and PSNR of the reconstructed image gained by different methods are shown in Tab.1.

The experimental results show the effectiveness of the proposed method. The Pepper & Salt noise is restrained in the SR reconstructed image. The SR reconstructed image has better visual effect and higher PSNR than other methods. When the Gaussian PSF is near the real value, the SR reconstructed image has better visual effect and higher PSNR. When the estimated is smaller than the real value, the SR reconstructed image is ambiguous. When the estimated is larger than the real value, the SR reconstructed image has obvious ring effect.
Pepper & Salt noise is well reduced in the SR image is reconstructed through IBP algorithm, in estimated through error-parameter analysis method. The Gaussian blur of the de-noised LR image is considered in the LR imaging model. The gained LR image is de-noised by median filter. The Gaussian blur of the de-noised LR image is estimated through error-parameter analysis method. The SR image is reconstructed through IBP algorithm, in which the LR imaging processes are considered. The Pepper & Salt noise is well reduced in the SR reconstructed image. The visual effect and PSNR of the SR reconstructed image is improved. When the Gaussian blur is around the real value, the visual effect and the PSNR is better than other cases. The proposed framework may be applied in other SR image reconstruction cases, such as including defocus blur or motion blur, Gaussian noise, etc.

IV. CONCLUDES

A framework of blind single-image SR reconstruction with Gaussian blur and Pepper & Salt noise is proposed. The degrading processes Gaussian blur, down sample and Pepper & salt noise are considered in the LR imaging model. The gained LR image is de-noised by median filter. The Gaussian blur of the de-noised LR image is estimated through error-parameter analysis method. The SR image is reconstructed through IBP algorithm, in which the LR imaging processes are considered. The Pepper & Salt noise is well reduced in the SR reconstructed image. The visual effect and PSNR of the SR reconstructed image is improved. When the Gaussian blur is around the real value, the visual effect and the PSNR is better than other cases. The proposed framework may be applied in other SR image reconstruction cases, such as including defocus blur or motion blur, Gaussian noise, etc.
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TABLE I.

THE MSES AND PSNRs OF THE IMAGE GAINED BY DIFFERENT METHODS

<table>
<thead>
<tr>
<th>Performance parameters</th>
<th>MSE</th>
<th>PSNR(in dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure 5</td>
<td>40.0994</td>
<td>32.0994</td>
</tr>
<tr>
<td>Figure 6</td>
<td>36.5271</td>
<td>32.5047</td>
</tr>
<tr>
<td>Figure 9</td>
<td>29.4600</td>
<td>33.4385</td>
</tr>
<tr>
<td>Figure 10</td>
<td>33.4583</td>
<td>32.8858</td>
</tr>
<tr>
<td>Figure 11</td>
<td>35.0263</td>
<td>32.6869</td>
</tr>
</tbody>
</table>
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