An Efficient Dimensionality Reduction Approach for Small-sample Size and High-dimensional Data Modeling
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Abstract—As for massive multidimensional data are being generated in a wide range of emerging applications, this paper introduces two new methods of dimension reduction to conduct small-sample size and high-dimensional data processing and modeling. Through combining the support vector machine (SVM) and recursive feature elimination (RFE), SVM-RFE algorithm is proposed to select features, and further, adding the higher order singular value decomposition (HOSVD) to the feature extraction which involves successfully organizing the data into high order tensor pattern. The validation of simulation experiment data shows that the proposed novel feature selection and feature extraction methods can be effectively applied to the research work for analyzing and modeling the data of atmospheric corrosion. The feature selection method pledges that the remaining feature subset is optimal; feature extraction method reserves the original structure, discriminate information, and the integrity of data, etc. Finally, this paper proposes a complete data dimensionality reduction solution that can effectively solve the high-dimensional small sample data problem, and code programming for this solution has been implemented.

Index Terms—feature selection, feature extraction, dimensionality reduction, small-sample data, atmospheric corrosion prediction

I. INTRODUCTION

With the rapid development of technology and applications in data collection and storage capabilities, datasets contain very large feature sets, which brings many difficulties to the work of data analysis and modeling[1, 2]. In recent years, many theories and methods have been used in the data processing and modeling work, such as statistical analysis theory[3], linear regression method[4], neural networks[5]and wavelet analysis theory[6], which have achieved good results and basically met the requirements of engineering. However, with the increasing requirements on the study of the data modeling and practical application, the data processing and modeling method exposed some deficiency in theory. In fact, with a certain learning machine and a fixed number of training samples, the predictive power reduces as the dimensionality increases, which is called the Hughes effect[7] or Hughes phenomenon[8]. The excessive dimension of the data space often brings the learning algorithms into dimensionality dilemma. So dimensionality reduction is very important for the modeling of small-sample size and high-dimensional data.

Till now, there have been many methods and algorithms for dimensionality reduction in different research fields. Dimensionality reduction theories and methods for small sample data commonly used include Relief algorithm[9], subset search algorithms[10], principal component analysis[11], discriminant analysis[12], canonical correlation analysis[13], partial least squares[14] and manifold learning[15]. Previous analyses of small sample data have not considered combining feature selection process and modeling process yet, and those analyses are based on vector learning that would ignore the changes in each dimension of data[16], which may lead to lose potentially much more compact or useful representations obtained in the original form.

The traditional analytical methods are not a very good solution to solve the curse of dimensionality dilemma caused by the high dimensionality. When the small-sample modeling problem is taken into consideration, we introduce two new methods of dimension reduction to conduct data processing and modeling. First, through combining the support vector machine(SVM) and recursive feature elimination(RFE), SVM-RFE algorithm is proposed to select features in corrosion data, and further, adding the higher order singular value decomposition (HOSVD) to the feature extraction which involves successfully organized the corrosion data into high order tensor pattern. Experimental results shows that the proposed feature selection and feature extraction method can be effectively used in analysis work and data modeling in atmospheric corrosion of metals. The
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presented approach is achieving an efficient dimension reduction of processing and modeling, providing a new highly accurate method of small-sample and high-dimensional data processing and modeling.

This paper is organized as follows. Section II focuses on small-sample and high-dimensional data, proposes two dimension reduction algorithms. In Section III, we introduce the data source of our experiment. Then the experiment process and result are described in this section. Section IV discusses the experiment result. A new dimensionality reduction solution for small-sample data and high-dimensional problem is also discussed. Finally, Section V summarizes the major conclusion of this work.

II. METHODS

A. Feature Selection

The target of feature selection is to find a good feature subset to build the model. Dealing with small-sample data modeling problems, the first step is to preprocess data - the linear system or an approximate linear system for example. With a relative error, the linear function $f$ could be described as the following equation:

$$f(x) = (\omega, x) + b \quad \omega \in X, b \in \mathbb{R},$$

where $(\cdot, \cdot)$ denotes the inner product in $X$. The object of equation (1) is to seek a smaller $\omega$. Therefore, this problem can be transferred to optimization problem:

$$\begin{align*}
&\min \frac{1}{2} \| \omega \|^2 \\
&\text{s.t. } y_i - (\omega, x_i) - b \leq \epsilon \\
&\quad (\omega, x_i) + b - y_i \leq \epsilon
\end{align*}$$

In equation (2), which minimizes the $J = (1/2)\| \omega \|^2$, $(\omega)^2$ can be a useful feature ranking criterion when one feature is removed from the objective function once a time, but when using to remove several features at one time, it will become unreliable. For this reason, Guyon [17] proposed an iterative procedure (Recursive Feature Elimination) to overcome this issue in classification problems. Thus, this method was improved in this paper and applied to small-sample data problem.

This iterative procedure is an instance of backward feature elimination which produces a feature subset ranking opposed to a feature ranking. Feature subsets are nested $F_1 \subseteq F_2 \subseteq \cdots \subseteq F_L$. The point to be noticed is that the top ranked features may not be the most relevant or necessarily individually. They are chosen to form the subset just because they are optimal when they are put together.

The proposed SVM-RFE algorithm in this paper uses the weight magnitude obtained by SVM as ranking criterion. In order to apply the algorithm to the regression problem, the algorithm SVM-RFE is proposed:

$$\begin{align*}
\text{Step 1: Initialize: Subset of surviving features } & s = [1, 2, \ldots, n], \text{ feature ranked list } r = [\cdot]\ .

\text{Step 2: Restrict training samples to good feature indices } & X = X_o(:, s), \text{ train the regression } \alpha_i - \alpha'_i = \text{ SVM - train}(X, y) \text{ model, compute the weight vector of dimension length(s) } \omega = \sum k a_k y_k x_k.

\text{Step 3: Compute the ranking criteria } & c_i = (\omega)^2, \text{ for all } i.

\text{Step 4: Find the feature with the smallest ranking criterion, } f = \text{argmin}(c), \text{ update feature ranked list } r = [s(f), r].

\text{Step 5: Eliminate the feature with smallest ranking criterion } & s = s(1: f - 1, f + 1: \text{length}(s)).

\text{Step 6: If } s \neq [], \text{ go to step 2.}

\text{Step 7: Output Feature ranked list } r .

B. Feature Extraction

In this section, data was used to organizing into high order tensor pattern. For example, in atmospheric corrosion problem, year and environment influential factors was used to represent two degrees of freedom in a tensor. Comparatively, other linear subspace learning method unfolded the data into a vector, leading to these degrees of freedom that are lost and much of the information in the data tensor might also be lost[18]. There are many applications of HOSVD and higher-order tensor decompositions in the digital image processing and signal filtering[19]. However, the application of HOSVD to atmospheric corrosion data is firstly realized in this paper.

In order to explain HOSVD and higher-order tensor decompositions, the basic multilinear algebra concepts need to be briefly explained in this section.

An $N$-th order tensor is denoted as $A \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$. The $n$-mode of $A$ is $i_n$, $n = 1, \cdots, N$. The inner product of two tensors $A, B \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$ is defined as $<A, B> = \sum_{i_1 = 1}^{I_1} \cdots \sum_{i_n = 1}^{I_n} \cdots \sum_{i_N = 1}^{I_N} A_{i_1, i_2, \cdots, i_N} \cdot B_{i_1, i_2, \cdots, i_N}$ and the Frobenius norm of $A$ is defined as $\|A\|_F = \sqrt{<A, A>}$. The “$n$-mode vectors” of $A$ are defined as the $I_n$ - dimensional vectors obtained from $A$ by varying the index $i_n$ while keeping all the other indices fixed[18]. Unfolding $A$ along the $m$-mode is denoted as $A_{(m)} \in \mathbb{R}^{I_m \times (I_1 \times I_2 \times \cdots \times I_n \times \cdots \times I_N)}$. The column vectors of $A_{(m)}$ are the $m$-mode vectors of $A$. The $d$-mode product $A \times_d U$, is a tensor with matrix $(A \times_d U)_{i_1, \cdots, i_d, i_{d+1}, \cdots, i_N} = \sum_{j_d} (A_{i_1, \cdots, i_d, j_d}) \cdot U_{j_d, i_{d+1}, \cdots, i_N}.$
From multilinear algebra [20], tensor $A$ can be decomposition as the product

$$A = S \times_1 U_1^{(1)} \times_2 U_2^{(2)} \times_N U_N^{(N)}$$  \(3\)

where $S = AX_1 U_1^{(1)T} \times_2 U_2^{(2)T} \times_N U_N^{(N)T}$ is core tensor and $U^{(n)} = (u_1^{(n)}, u_2^{(n)}, \ldots, u_N^{(n)})$ is an orthogonal matrix. The Higher-order tensor decomposition algorithm [21] is a form of higher-order principal component analysis. It decomposes a tensor into a core tensor multiplied (or transformed) by a matrix along each mode.

Higher-order tensor decomposition algorithm

Given a tensor, $A \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$

1. **Step1** Initialize $U^{(0)} \in \mathbb{R}^{I_1 \times R \times \cdots \times I_N}$ for $i_n, n = 1, \ldots, N$, let $U_0^{(n)} \in \mathbb{R}^{I_1 \times R}$ be leading left singular vectors of $A^{(n)}$.

2. **Step2** For $t = 0, 1, \ldots, T_{\text{max}}$
   
   a. For $n = 0, 1, \ldots, N$
      
      i. Calculate $y = A \times_1 U_1^{(1)T} \times_2 U_2^{(2)T} \times_N U_N^{(N)T}$
      
      ii. Set $U_t^{(n)}$ be leading left singular vectors of $y^{(n)}$
      
      * if $\|y\|_F - \|A\|_F < \eta$, break go step3.

3. **Step3** Let $\{U\} = \{U_K\}$, where $K$ is the index of the final result of step2.

4. **Step4** Set $y = A \times \{U^T\}$.

III. EXPERIMENT AND RESULT

A. Data Source and Raw Data

The experiment data are chosen from the website ‘China Gateway to Corrosion & Protection’. In this paper, the corrosion data of A3 steel during ten years and the relevant environmental factors in Guangzhou test station was selected [22], which is listed below in Table 1:

<table>
<thead>
<tr>
<th>Year</th>
<th>Mean Annual Temperature (°C)</th>
<th>Mean Annual Relative Humidity (%)</th>
<th>Mean Annual Precipitation (mm)</th>
<th>Mean Annual Sunshine Hours (h)</th>
<th>Mean Annual Setting Amount of SO₂ (mg/m²)</th>
<th>Mean Annual Setting Amount of NO₂ (mg/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>22.6</td>
<td>77</td>
<td>1205.9</td>
<td>1617</td>
<td>0.066</td>
<td>0.040</td>
</tr>
<tr>
<td>1991</td>
<td>22.0</td>
<td>75</td>
<td>1355.8</td>
<td>1943</td>
<td>0.090</td>
<td>0.021</td>
</tr>
<tr>
<td>1992</td>
<td>22.0</td>
<td>75</td>
<td>1810.1</td>
<td>1471</td>
<td>0.026</td>
<td>0.021</td>
</tr>
<tr>
<td>1993</td>
<td>22.2</td>
<td>76</td>
<td>2243.0</td>
<td>1418</td>
<td>0.050</td>
<td>0.032</td>
</tr>
<tr>
<td>1994</td>
<td>22.9</td>
<td>76</td>
<td>1787.1</td>
<td>1419</td>
<td>0.068</td>
<td>0.048</td>
</tr>
<tr>
<td>1995</td>
<td>21.0</td>
<td>78</td>
<td>1063.2</td>
<td>1564</td>
<td>0.023</td>
<td>0.067</td>
</tr>
<tr>
<td>1996</td>
<td>21.9</td>
<td>80</td>
<td>1778.9</td>
<td>1159</td>
<td>0.029</td>
<td>0.076</td>
</tr>
<tr>
<td>1997</td>
<td>22.8</td>
<td>78</td>
<td>1718.1</td>
<td>1494</td>
<td>0.029</td>
<td>0.070</td>
</tr>
<tr>
<td>1998</td>
<td>22.1</td>
<td>75</td>
<td>1508.0</td>
<td>1599</td>
<td>0.049</td>
<td>0.110</td>
</tr>
<tr>
<td>2000</td>
<td>22.5</td>
<td>76</td>
<td>1798.6</td>
<td>1609</td>
<td>0.067</td>
<td>0.421</td>
</tr>
</tbody>
</table>

The elimination sequence is: Temperature, precipitation, sunshine hours, HCl, SO₃, SO₂, H₂S, relative humidity, Cl⁻, NH₃, NO₂. It was found that before SVM-RFE, even SVR is used for regression, the relative errors are quite large — about 10% and 7%. After the forth and fifth recursion, the error lines drop rapidly. It demonstrates that the first removed four or five factors are unrelated or redundant ones in this corrosion model. After these features eliminated, the test errors decrease to a quite low level.
of loss function in loss function bigger the same modeling approach, the data extraction by Fig.2 and 3. From these figures, it can be seen that with principal components analysis modeling are listed in error $4101$ the maximum number of iterations 50, the training stop use the tucker tensor decomposition algorithm, and set Tamara G. Kolda[21]. In the tensor decomposition, we Tensor Toolbox Version 2.5 coded by Brett W. Bader, the dimensionality of the data , at last the same modeling principal component analysis were employed to reduce approach was used to data modeling. In the modeling process, data from the sixth year and the sixteenth year was randomly chosen as testing data, the other eight sets of samples were served as training data.

Our algorithm programmer is built based on MATLAB Tensor Toolbox Version 2.5 coded by Brett W. Bader, Tamara G. Kolda[21]. In the tensor decomposition, we use the tucker tensor decomposition algorithm, and set the maximum number of iterations 50, the training stop error $1 \times 10^{-4}$ . the experiment parameters are as follows: The cost parameter $C = 1000$ , the $\varepsilon$ in loss function $\varepsilon = 2 \times 10^{-4}$ .

The comparative results of tensor decomposition and principal components analysis modeling are listed in Fig.2 and 3. From these figures, it can be seen that with the same modeling approach, the data extraction by tensor decomposition can achieve better modeling and prediction effect. At the same time, when using HOSVD algorithm, even threshold value $\varepsilon$ of loss function in support vector machine (the threshold $\varepsilon$ bigger the support vector less) is bigger than the SVM-RFE algorithm, it can still achieve better modeling result.

IV. DISCUSSION

Through the experiment and simulation, it was proven that the proposed SVM-RFE and HOSVD dimensionality reduction methods had better performance than existing methods in dealing with atmospheric corrosion prediction. At the same time, the proposed method is not only suitable for corrosion data, but can also be used for other high-dimensional data. In the practical application, a dimensionality reduction solution for high-dimensional small sample data analysis can be proposed:

First, feature selection. If the original factors/attribute of data need keeping, the feature selection method could be used. It can provide an optimal feature subset while keeping all the physical meaning of the original factors/attribute.

Second, feature extraction. If feature selection is unable to meet the requirements of the modeling, or you are more concerned about the independence and non-correlation of the data after dimensionality reduction, use the feature extraction method.

Third, regression or fitting. This process is a loop cycle process. Different methods and algorithms can be selected to deal with different projects. If the predictive power of the learning machine fails to meet the requirements of modeling after optimize the learning machine, the loop returns to the first step and change the dimensionality reduction method.

V. CONCLUSIONS

The work in this paper is based on the achieved experimental data. Under the consideration of the small sample data with high dimension, this paper proposes a dimensionality reduction solution for this kind of data. Overall, the proposed data dimensionality methods have the following advantages over previous methods:

1) A compact dimensionality reduction solution for high-dimensional small sample data analysis was proposed. The SVM-RFE algorithm can keep the original factors/attribute of data and ensures the remaining feature subset optimal after the removal of the corresponding attributes. The application of tensor decomposition to the dimensionality reduction of material corrosion data was innovative for this work. During the dimension reduction process, the changes of data in each dimension can be considered, and the original structure and discriminate information of data can be kept to the maximum extent, which guarantee the integrity of data.

2) Simulation experiment data validation shows that the proposed SVM-RFE feature selection method can keep the original factors/attribute of the data in atmospheric corrosion of metals and ensure that the remaining feature subset is optimal for modeling. The dimensionality reduction method based on HOSVD can consider the changes of dimension in year and environmental factors, keeps the original structure of the atmospheric corrosion data, and has better performance than existing methods.

3) The proposed method is not only suitable for corrosion data, but can also be used for other materials and environmental corrosion data, such as metal
corrosion data in seawater, soil corrosion data and so on. Meanwhile, the processing can be treated as a reference to deal with other small sample with high-dimensional data.

ACKNOWLEDGMENT

This research was supported by National Nature Science Foundation of China (No.51131001) and Beijing Key Discipline Development Program of Beijing Municipal Commission of Education (No.XK100080537). The authors are also grateful to Brett W. Bader, Tamara G. Kolda and others. MATLAB Tensor Toolbox Version 2.5, Available online, January 2012.

URL: http://www.sandia.gov/~tgkolda/TensorToolbox/
Chih-Chung Chang and Chih-Jen Lin who made their LIBSVM source code available through the Internet.
URL: http://www.csie.ntu.edu.tw/~cjlin/libsvm

REFERENCES


Xintao Qiu is currently working toward the Ph.D. degree in School of Automation and Electrical Engineering with University of Science and Technology Beijing. His research interests are in the areas of wireless sensor network and data mining. P.R. China (e-mail: friend.here@163.com).

Dongmei Fu is Professor and Co-Chair of the School of Automation and Electrical Engineering at University of Science and Technology Beijing. P.R. China (e-mail: fdm2003@163.com).

Zhenduo Fu is with the Research and Development Department, Endress Hauser Shanghai Automation Equipment Co. Ltd (e-mail: fdz918@gmail.com)