An Objective Wavelength Selection Method Based on Moving Window Partial Least Squares for Near-Infrared Spectroscopy
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Abstract—An objective wavelength selection method is proposed for near-infrared (NIR) spectroscopy mainly to overcome the possible subjectivity introduced by moving window partial least squares regression (MWPLS). This improved procedure (iMWPLS) introduced an indicator to evaluate importance of each wavelength and then all wavelengths were ranked by these indicators. On the basis of the indicator ranking, a series of PLS models were constructed by starting with one wavelength and incorporating a new one until all wavelengths were involved. Finally, according to root mean square error of cross-validation (RMSECV) obtained by each model, wavelengths that constructed the optimal model were selected as informative ones while the others were discarded. Subsequently, this new objective procedure was applied to two real standard NIR datasets and the prediction performance was compared with full-spectrum PLS and the original MWPLS. Results demonstrated that iMWPLS could achieve an effective wavelength selection and improve predictive accuracy in near-infrared spectroscopy.

Index Terms—Near-infrared spectroscopy, Moving window partial least squares, Objective wavelength selection

I. INTRODUCTION

In the past three decades, near-infrared spectroscopic technique has been widely accepted as a powerful analytical tool in analytical chemistry due to its salient advantages such as simplicity, rapidity, efficiency, non-invasion, low cost[1-6]. Spectroscopists preferred to develop a calibration model with full spectrum, because theoretically, the predictive ability can be improved by the addition of spectral channels under some certain conditions[7], and moreover, full spectrum might contribute to a robust calibration model intuitively. However, along with the further study, it has been generally recognized that deleting wavelengths with serious nonlinearity or significant noises can improve prediction performance, decrease modeling time and even be helpful to the stability of calibration model. Recently, considerable efforts have been made to develop algorithms that can distinguish informative wavelengths or remove non-informative ones from hundreds of spectroscopic data points. The recently developed methods for wavelength selection included generalized moving window partial least squares (MWPLS)[8], interval partial least squares regression (iPLS)[9], backward iPLS (BiPLS)[10], uninformative variable elimination (UVE)[11], successive projections algorithm (SPA)[12], intelligent algorithms such as genetic algorithm (GA)[13], simulated annealing (SA)[14] and some fusion methods based on the aforementioned algorithms[15].

Among theories of wavelength selection, one view is declared that, in near-infrared spectral data, if one wavelength proves informative, its neighborhood is very likely to be informative[8-9]. This interval selection strategy is mainly derived from the following two facts that near-infrared spectra is characterized by the vibrational modes of functional groups (such as C=H, N=H, O=H and S=H) and different functional groups result in quite different absorption bands. The functional group effect is by far the most dominant in the NIR spectrum[16]. Based on this strategy, MWPLS algorithm proposed by Jiang et al.[8] is one of the typical and widely used wavelength selection methods.

In MWPLS, a spectral window with a fixed-size $H$ is moved throughout the whole spectrum, in more specific terms, if one window starts at the $i$th spectral channel, then its ending point will be the $(i+H-1)$th spectral channel. At each position, a series of PLS models with varying number of latent variables (LVs) are built and root mean square error of cross-validation (RMSECV) calculated with these models are plotted as a function of window position. On the basis of such RMSECV lines, informative region is determined under the following two conditions; an acceptable RMSECV level and a relatively small number of PLS model dimensionality (i.e. PLS components or latent variables). According to Jiang et al.[8], model dimensionality increases significantly if extra
variability created by some factors unrelated to analyze is taken into account when modeling. It should be noted that, access to informative region in MWPLS is quite dependent on the number of latent variables in the PLS model. So far, this method has been applied to determination of soil organic matter[17], EtOAc concentration in mixtures, human serum albumin, γ-globulin, glucose[18] and so on. However, there exist some disadvantages which may lead to poor analytical accuracy in modeling and/or users’ confusion during the process of MWPLS, so an objective method is proposed in this study to overcome the shortcomings especially the subjectivity introduced by MWPLS. The details of this new method and disadvantages of MWPLS will be described in the next section.

II. THE PROPOSED METHOD

The significant innovation of MWPLS is the deep study of the internal relationship between model dimensionality and wavelengths with much uncertainty or noise. However, to the author’s knowledge, there are total three aspects which may lead to poor prediction performance and affect the promotion of this algorithm in spectral analysis, as follows:

- In the process of MWPLS algorithm, two crucial conditions of an acceptable RMSECV level of informative region and a relatively small number of model dimensionality directly relate to the determination of informative intervals, but these two criterions are likely to introduce subjectivity into interval selection. Users may be plunged into confusion because it is not an easy task to determine the specific degree of an ‘acceptable’ RMSECV level and a ‘relatively’ small number of model dimensionality accurately. Although a representative informative region often shows a sharp characteristic of an upside down peak, region borders remain difficult to be identified objectively.

- In almost all applications, window position is used for denoting the starting position of this window, in other words, prediction performance of a window is always recognized as that of the first wavelength in this window and if a window-based model obtains a large RMSECV, the first wavelength will probably be eliminated. Though MWPLS adopting this strategy sometimes performed a good predictive ability, obviously this idea is not reasonable because each wavelength of that window made a contribution to the window-based model. It is not proper to simply treat the window prediction accuracy as that of single wavelength.

- Selection based on intervals always meet a difficulty that regions with a small size, especially those intervals whose number are smaller than the preset window-size, must be eliminated, no matter whether these regions are informative[8]. Besides that, when PLS models are built, MWPLS cannot provide a concrete yardstick to evaluate significance of each wavelength in the final calibration model, which can be regarded as a common weakness of methods based on interval selection strategy.

Under the above circumstances, an objective method named iMWPLS is proposed here. This new method is a forward selection algorithm, i.e., PLS model starts with one wavelength and incorporates a new one until all wavelengths are involved. Based on importance ranking, the most important set of wavelengths will construct an optimal PLS model and be selected as informative for calibration model.

Step 1: A fixed-size window is employed to move throughout the whole spectrum. PLS models with varying components number are built and a series of RMSECV will be obtained at each window position. For each window, the smallest RMSECV of RMSECVs obtained by PLS models with different components number is determined to be window predictive ability so that a RMSECV line rather than RMSECV lines can then be plotted as a function of the window position.

Step 2: For each wavelength, an indicator, which reflects the importance for the final calibration model is calculated by equation (3).

Step 3: A series of PLS models are built in a stepwise way in accordance with wavelength indicator ranking.

Step 4: Wavelengths that construct the best PLS model are selected as informative ones while the others are eliminated.

The evaluation indices of how a given model performs are root mean square error (RMSE) and correction coefficient (R). RMSE and R are defined as the following equations:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{k=1}^{N} (y_k - \hat{y}_{k,p})^2}
\]

\[
R = \sqrt{1 - \frac{\sum_{k=1}^{N} (y_k - \hat{y}_{k,p})^2}{\sum_{k=1}^{N} (y_k - \bar{y})^2}}
\]

where \(N\) is the number of observations, \(y_i\) and \(\hat{y}_{k,p}\) are the laboratory-measured value and the predicted value of the \(k\)th observation respectively, \(\bar{y}\) is the mean of laboratory-measured value in the dataset. RMSECV and RMSEP are calculated from the cross-validated observations and test set respectively.

Indicators are achieved by the following equation:

\[
Indicator_i = \frac{1}{W_i} \sum_{j=1}^{w} RMSECV_{i,j}
\]

where \(Indicator\) is the indicator of the \(i\)th wavelength, \(W_i\) is the number of windows containing the \(i\)th wavelength, \(RMSECV_{i,j}\) is RMSECV of the \(j\)th window containing the \(i\)th wavelength. In general, \(W_i\) is equal to window size except for boundary of the spectra.

III. DATASET
Two standard datasets which can be easily obtained online are applied to investigate the performance of iMWPLS.

A. Beer Dataset[9]

NIR spectra of total 60 observations are measured at 25 °C in the wavelength range from 400 to 2250nm with an interval of 2nm. Before data processing, K-stone method is applied to select 30, 15 and 15 observations as calibration set, validation set and test set respectively.

B. Corn dataset

This experimental dataset (one can download from www.eigenvector.com for free) includes NIR spectra of 80 corn observations with corresponding on starch content. This dataset was recorded on instrument ‘m5’ in the wavelength range from 1100 to 2498nm with a step of 2nm. 40 and 20 observations are divided into training set and validation set respectively while test set contains the rest 20 samples.

IV. RESULTS AND DISCUSSIONS

The original standard MWPLS program is from iToolbox (http://www.models.life.ku.dk/algorithms) for use with MATLAB 7.11 (The Math Works, Natick, USA) while PLS algorithm and iMWPLS are carried out by in-house-written program. The model performance is evaluated by application of 5 segments cross-validation method with an upper limit of 10 PLS components. Size of windows in MWPLS and the new method are set to 21.

A. Beer Dataset Analysis

Fig.1(a) shows the first 10 RMSECV lines in the wavelength range from 400nm to 2250nm. It is easy to identify an obvious valley in the ranges of 800~1370nm which certainly contains informative regions according to MWPLS theory, therefore it is magnified in Fig.1(b). One can observe that spectra interval of 866~978nm reaches a relatively small error level, and increase of more LVs cannot improve the performance of the model significantly. The above two typical characteristics indicate that wavelength between 866~978nm is an informative region. In the same manner, intervals of 1032~1096nm, 1182~1250nm and 1294~1356nm are chose to be another three informative regions. It must be noted that the boundaries are determined depending on the individual subjectivity to a certain degree.

![Fig.1 RMSECV lines of beer dataset by the standard MWPLS](image-url)
Using iMWPLS method, wavelength indicator line is depicted in Fig. 2, while Fig. 3 shows the change of RMSECVs along with the introduction of wavelengths. In Fig. 3, the RMSECV curve decreases sharply at first and subsequently reaches a minimum area, and then appears a slow ascendant trend. This phenomenon may be due to that a small number of informative wavelengths cannot fulfill the requirement for PLS calibration model in the beginning for lack of sufficient information, with increasing of wavelengths, a proper number of wavelengths is sought out and suited to construct an optimal model, at last, lots of wavelengths with low signal-to-noise ratios (SNR) are brought into models and result in the rising error level. In this beer data, 34 wavelengths are chosen to be informative finally.

Table I shows the prediction results of beer dataset. Firstly, the full-spectrum PLS model displays much worse performance than the models based on wavelength selection methods in terms of both R and RMSEP. Secondly, predictive ability of MWPLS models constructed with small regions 866–978nm, 1032–1096nm and 1182–1250nm respectively expresses a better result than the model using combination of all four regions. These phenomena reconfirm the efficiency of wavelength selection in NIR spectral quantitative analysis. Another interesting situation is the former three MWPLS models adopting a less number of LVs than the one using intervals combination. This indicates that combination of regions lead into some nonlinear characteristic and thus the PLS model must employ more LVs to account for extra variability. Thirdly, iMWPLS gives the best prediction performance by making use of only 34 wavelengths in all PLS models. Moreover, three intervals obtained by iMWPLS are not totally located at the bottom of the valley in Fig. 1(b). This illustrates that it is not proper to determine borders of informative regions depending on users’ subjectivity and denoting the starting position of window with the window position. Finally, wavelength in the range 1286–1292nm selected by iMWPLS is neglected by MWPLS. The predicted vs. measured values based on two different models are shown in Fig. 4.

**Table I**

<table>
<thead>
<tr>
<th>Wavelength selection method</th>
<th>Spectra ranges (nm)</th>
<th>Variable number</th>
<th>LVs</th>
<th>R</th>
<th>RMSEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>400–2250</td>
<td>926</td>
<td>5</td>
<td>0.9362</td>
<td>0.4745</td>
</tr>
<tr>
<td>MWPLS</td>
<td>866–978</td>
<td>57</td>
<td>7</td>
<td>0.9950</td>
<td>0.1368</td>
</tr>
<tr>
<td>MWPLS</td>
<td>1032–1096</td>
<td>33</td>
<td>4</td>
<td>0.9965</td>
<td>0.1466</td>
</tr>
<tr>
<td>MWPLS</td>
<td>1182–1250</td>
<td>35</td>
<td>4</td>
<td>0.9975</td>
<td>0.1176</td>
</tr>
<tr>
<td>MWPLS</td>
<td>1294–1356</td>
<td>32</td>
<td>4</td>
<td>0.9996</td>
<td>0.1881</td>
</tr>
<tr>
<td>MWPLS</td>
<td>Combination*</td>
<td>157</td>
<td>8</td>
<td>0.9957</td>
<td>0.1637</td>
</tr>
<tr>
<td>iMWPLS</td>
<td>1196–1232 1286–1292</td>
<td>34</td>
<td>5</td>
<td>0.9975</td>
<td>0.1011</td>
</tr>
<tr>
<td></td>
<td>1308–1328</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*combination of all intervals selected by MWPLS method.
B. Corn dataset Analysis

The natural logarithm of RMSECV calculated by MWPLS algorithm with varying PLS components are demonstrated in Fig. 5. It is clearly seen that there exist total seven intervals (1138–1154 nm, 1164–1220 nm, 1644–1708 nm, 1730–1782 nm, 1980–1996 nm, 2034–2080 nm, 2160–2178 nm) whose natural logarithm reach a low error level. However, three intervals (1138–1154 nm, 1980–1996 nm, 2160–2178 nm) must be eliminated as uninformative regions because spectral intervals to be sought for must be larger than the predefined window size.

According to the new method, Fig. 6 shows wavelength indicator line of corn dataset. Fig. 7 depicts the RMSECV change line which displays a similar characteristic with Fig. 3 in general terms, that is to say, RMSECV curve decreases in the beginning and then increases with the addition of variable number. However, RMSECV line in Fig. 7 fluctuates much more markedly during the entire process other than Fig. 3. After further study, it is found that this fluctuation is closely related to the continuous expansion of the selected intervals’ boundary, i.e., after a PLS model constructed, even if adding one wavelength into this model, prediction accuracy of this model may become a lot more better or worse. This situation, from another aspect, implies that prediction performance can be influenced a lot by subjectivity of boundary of intervals, which is often encountered in MWPLS.

The predicted vs. measured values are given to show the significant performance differences between the best MWPLS model and iMWPLS in Fig. 8. Table II shows the prediction results for corn dataset. As can be seen from Table II, five of six informative intervals obtained by iMWPLS get smaller sizes than the preset window size. This phenomenon illustrates that introducing wavelengths in a stepwise manner can acquire smaller informative intervals which may be neglected by MWPLS, and moreover, the analysis process is completely objective. In Table II, iMWPLS model achieves the best prediction performance while almost all MWPLS models show worse result than full spectrum model. This visually demonstrates the effectiveness of iMWPLS and highlights the necessity of modification to MWPLS method.
TABLE II
PREDICTION RESULTS FOR CORN DATASET

<table>
<thead>
<tr>
<th>Wavelength selection method</th>
<th>Spectra ranges (nm)</th>
<th>Variable number</th>
<th>LVs</th>
<th>R</th>
<th>RMSEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>1100–2498</td>
<td>700</td>
<td>17</td>
<td>0.9771</td>
<td>0.1908</td>
</tr>
<tr>
<td>MWPLS</td>
<td>1164–1220</td>
<td>29</td>
<td>7</td>
<td>0.9807</td>
<td>0.1566</td>
</tr>
<tr>
<td>MWPLS</td>
<td>1644–1708</td>
<td>33</td>
<td>7</td>
<td>0.8743</td>
<td>0.3853</td>
</tr>
<tr>
<td>MWPLS</td>
<td>1730–1782</td>
<td>27</td>
<td>6</td>
<td>0.9406</td>
<td>0.2799</td>
</tr>
<tr>
<td>MWPLS</td>
<td>2034–2080</td>
<td>24</td>
<td>3</td>
<td>0.8226</td>
<td>0.4704</td>
</tr>
<tr>
<td>Combinationa</td>
<td>113</td>
<td>131</td>
<td>9</td>
<td>0.9701</td>
<td>0.2023</td>
</tr>
<tr>
<td>iMWPLS</td>
<td>1132–1232, 1658–1694</td>
<td>113</td>
<td>10</td>
<td>0.9919</td>
<td>0.1016</td>
</tr>
<tr>
<td></td>
<td>2040–2078, 2162–2180</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* combination of all intervals selected by MWPLS method.

V. CONCLUSIONS
It has been widely recognized that well-performed selection of informative wavelengths or intervals can improve the predictive accuracy of model dramatically in multi-component spectral analysis. MWPLS is an innovative method based on intervals selection strategy. However, the present study has demonstrated its three disadvantages: the introduced subjectivity when determine borders of informative regions, ‘reasonable’ error level and
‘desired’ model complexity, using the window position to represent the starting point of the window, ignorance of the small size informative intervals. Under these situations, the newly proposed method completely compensate for these shortcomings by introducing an indicator to measure importance impact of each wavelength on calibration model. Two real datasets are used to test and verify the effectiveness and it is proved that iMWPLS has a potential application in near-infrared spectroscopy.
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