
A Novel Method of Feature Selection based on 
SVM 

 

Quanjin Liu 
College of Science, Nanjing University of Aeronautics and Astronautics, Nanjing, China 

School of Physics & Electronic Engineering, Anqing Normal College, Anqing, China 
Email: liuquanjing666@126.com 

 
Zhimin Zhao 

College of Science, Nanjing University of Aeronautics and Astronautics, Nanjing, China 
Email: nuaazhzhm@126.com 

 
Ying-xin Li 

Institute of Machine Vision and Machine Intelligence, Beijing Jingwei Textile Machinery New Technology Co., Ltd., 
Beijing, China 

E-mail: linterlee@gmail.com 
 

Xiaolei Yu  
Jiangsu Institute of Standardization, Nanjing, China 

E-mail: nuaaxiaoleiyu@126.com 
 

Yong Wang 
The Second Affiliated Hospital, Anhui Medical University, China 

E-mail: yongwangefy@sina.com 
 

 
Abstract—A novel method of feature selection combined 
with sample selection is proposed to select discriminant 
features in this paper. Based on support vector machine 
trained on training set, the samples excluding the 
misclassified samples and support vector samples are used 
to select informative features during the procedure of 
recursive feature selection. The feature selection method is 
applied to seven datasets, and the classification results of the 
selected discriminant features show that the method is 
effective and reliable for selecting features with high 
classification information. 
 
Index Terms—Discriminant feature selection, Support 
Vector Machine, Sample selection, Gene expression profile 

I.  INTRODUCTION 

Feature selection method is one of the techniques to 
reduce feature dimension for classification in machine 
learning[1,2,3,4]. The method can be categorized into the 
filter method, the wrapper method and the embedded 
method. The former method is independent of classifier 
and select key features by the divisibility index of 
samples[5]. In other words, the wrapper method selects 
informative features based on classifier. And the 
embedded method selects informative features in the 
learning time. These methods are often integrated to 
extract the discriminant features for classification from 
high-dimensional datasets [6].  

Many literatures focused on selecting key genes from 
gene expression profile dataset [7]. In [8], Guyon et al. 

selected critical genes in the process of recursive feature 
elimination based on the feature selection method (RFE-
SVM). On the other hand, clustering algorithm was also 
used to select critical genes from high dimensional 
dataset[9]. In [10], Liu et al. proposed a feature selection 
method based on the fuzzy clustering algorithm (FS-
CLUSTER) [10]. 

Information of the support vector samples (SVs) in 
SVM model is used for construct the classification 
decision function. Literature [11] thinked it is 
inappropriate to carry out classification based on SVs on 
the dataset with the uneven number of heterogeneous 
samples. Lyhyaoui et al. selected two samples with the 
nearest distance between each cluster to establish the 
classifier[12]. 

This paper proposes a Sample Selection Method (SSM) 
to select discriminant features form high dimensional 
dataset. We select informative features from 7 datasets 
based on FS-CLUSTER and SSM (FS-SSM). The 
original dataset is divided into the training set, validation 
set and independent test set randomly. FS-SSM is 
conducted on the samples selected by SSM from the 
training set. Experimental results on the 7 datasets 
demonstrate that SSM method is useful to improve the 
performance of FS-SSM based on clustering model. 

The rest of this paper is organized as follows. Section 2 
proposes the sample selection method (SSM). Section 3 
introduces the feature selection method (FS-SSM). 
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Section 4 describes the feature selection experiments on 
the 7 datasets. Section 5 concludes the paper. 

II.  SAMPLE SELECTION METHOD (SSM) 

Vapnik proposed support vector machine (SVM) 
algorithm based on the statistical learning theory and the 
structural risk minimization principle[13]. SVM is a 
machine learning algorithm which can get good 
generalization ability in the case of dataset with limited 
samples [14,15].  

Let { }imijii xxxX ,...,,...,1=  be a sample of training 

set X  and }1,1{ −+∈iy be a class label of iX . If the 
samples can be divided into 2 groups by the the 
hyperplane 0)( =+⋅= bxxg ω ,  bxxg +⋅= ω)(  is 
regarded as the linear discriminant function. The margin 
between the pair of parallel hyperplanes 1±=+⋅ bxω  
is determined by ω . Quadratic programming algorithm 
is used to seek the maximum margin: 

  minimize:
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This quadratic programming problem can be solved by 

Lagrange multipliers algorithm. And the discriminant 
function is obtained as follows: 
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The sample iX , which lies on the parallel hyperplanes,  

is the support vector sample (SV) [16]. *
i

λ  is Lagrange 
multipliers of SV and  sv is the number of support vector 
samples. The SVs on the parallel hyperplanes can be 
considered as the border of each class. 

 
Figure 1.   Illustration of two types of samples. 

As shown in Figure 1, 24 samples marked by the 
circular and pentagram icons belong to the negative and 
positive class, respectively. The line in the middle refers 
to the optimal discriminant line and the dashed lines are 

‘support lines’ of negative and positive class respectively. 
11 samples of the 12 negative ones are at the upper left 
corner, and 11 samples of the 12 positive ones are at 
lower right corner. The NO. 4 and 5 samples marked by 
circle icons on the upper support line are negative SVs. 
The NO. 4 and 5 samples marked by pentagram icons on 
the lower support line are positive SVs. The negative NO. 
6 sample and positive NO. 6 sample on the wrong side 
are misclassified by the optimal discriminant line. 

The figure demonstrates that if the misclassified 
samples (MSs) and SVs are removed, the margin between 
the heterogeneous samples can be increased. On 
condition that the MSs and SVs only account for a small 
part of the training set, the removal of the samples will 
not change the original information structure of dataset. 
So, if MSs and SVs are deleted from training set, not only 
the margin between different classes can be expanded but 
also the class information of original dataset can be 
retained. And the distance among samples of the same 
class can also be shortened relatively.  

The compactness within-class and dispersion between 
classes are important index for feature selection [1].We 
proposed sample selection method (SSM), which selects 
samples other than MSs and SVs after training SVM, for 
feature selection. 

III.  FEATURE SELECTION METHOD BASED ON SSM (FS-
SSM) 

Fuzzy Interactive Self-Organizing Data Algorithm 
(ISODATA) is a kind of clustering algorithm with simple 
structure and high running speed [17,18].  

The samples in training set belongs to 2 clusters and 
membership kiu of sample iX  implies the relationship 

between features of iX  and thk class [18,19]. Literature 

[10] defines sensitivity formula of the thj feature of 
samples to the membership: 
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),( jkD  reflects the contribution of the thj  feature to 

the thk cluster and )( jD  can be considered as the key 
factor for fuzzy ISODATA Clustering. 

FS-CLUSTER method selects informative features 
based on the sensitivity factor defined as Eq (3). The 
“cluster” in fuzzy ISODATA algorithm implies the 
underlying structure of the dataset. The discriminant 
function constructed by the selected features has the high 
recognition ability. 

Removing MSs and SVs can increase margin between 
different classes of samples relatively and the other 
samples would have higher membership in clustering 
algorithm. We propose a novel feature selection method 
based on FS-CLUSTER and SSM (FS-SSM).  

FS-SSM algorithm is shown in Figure 2. During the 
process of recursive feature selection, FS-SSM generates 
candidate feature subsets based on the samples selected 
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by SSM in the training set. Classification performance of 
the candidate subsets is evaluated by SVM [20] and K 
nearest neighbor (KNN) [21] classifiers, which are 
trained on training set. Class information of the candidate 
subsets is quantified by AUC value (Area Under the 
receiver operating characteristic Curve) [22,23] and the 
correct recognition rate of classification on validation set.  
The subset with the best classification performance is 
regarded as the optimal feature subset with the most class 
information. 

FS-SSM algorithm: 

Step1:Train SVM model based on the feature subset subsetF  on 

training set; 
Step2:Fuzzy ISODATA cluster and generate new subsetF  based 

on the samples selected by SSM; 
Step3:Evaluate classification performance of  subsetF  by SVM 

and KNN on validation set. 
Step4:If dimension( subsetF ) >3, Goto Step 1; 

Step5:Select the subsetF  with the best classification performance 

as the optimal feature subset; 
Step6:End. 

Figure 2.  The flowchart  of  FS-SSM algorithm. 

IV.  FEATURE SELECTION EXPERIMENT 

The FS-SSM method proposed in this paper is applied 
to 7 datasets. As shown in Figure 2, informative features 
are selected based on samples selected by SSM during 
recursive feature selection process. To evaluate the 
impact of SSM method on FS-SSM, FS-CLUSETR is 
also carried out on the same datasets.  

A. Datasets 
7 datasets, whose samples belong to 2 classes, are used 

in feature selection experiments. As shown in Table I, 
Ionosphere and Promoters datasets are downloaded 
from Machine learning repository of University of 
California Irvine.  The other five datasets are gene 
expression profile datasets. 

TABLE I.   
DESCRIPTIONS OF DATASET IN EXPERIMENTS 

No. Dataset Features Instances Select scope Reference

1 Ionosphere 34 351 34  [24] 

2 Promoters 57 106 57  [24] 

3 Multiple 
myeloma 7129 105 100  [25] 

4 Acute 
Leukemia 7129 72 100  [7] 

5 Colon 2000 62 500  [9] 

6 DLBCL 7129 77 1000  [26] 

7 Prostate 12600 102 1000  [27] 

The second column in Table I illustrates dataset name, 
the third column lists the number of features, and the 
fourth column shows the number of samples. 

The datasets are randomly divided into three parts, 
training set, validation set and independent test set based 
on the proportion of 3:1:1 in feature selection 
experiments.  

FS-SSM and FS-CLUSTER are carried on the same 
training set and validation set to select optimal feature 
subsets. Then, the selected subsets are evaluated on the 
same independent test set.  

B. Irrelevant Features Filtering  
There are many noise and irrelevant genes in the five 

gene expression profile datasets with high dimensional 
features [1, 10]. Bhattacharyya distance [1,5] between the 
two types of samples is used as criteria to filter the noise 
and irrelevant genes before the feature selection process. 
The fifth column in Table I lists scope of further feature 
selection. 

C. Optimal Feature Subset Slection 
The feature selection experiments are conducted with 

MATLAB on a PC with 3.2 GHz Intel Core i5-3470 CPU 
and 4.0 GB RAM. 

We set r = 2, s = 2, and ε = 0.0001 for fuzzy 
ISODATA algorithm in feature selection experiments. 
The kernel function of SVM is set as linear function and 
number of neighbors is set as 5 in KNN algorithm. 

FS-SSM and FS-CLUSTER algorithms generate the 
nested candidate feature subsets on the training sets 
respectively. The candidate subset with the highest AUC 
value and recognition rate on validation sets is treated as 
the optimal feature subset.  

To compare performance of FS-SSM and FS-
CLUSTER, we conduct the two methods 40 times on 
each datasets. That is, each dataset is randomly divided 
40 times and 40 optimal feature subsets are selected 
during 40 rounds of feature selection process based on the 
different training sets and validation sets.  

D. Optimal Feature Subsets Comparision 
Features in optimal feature subset are regarded as 

discriminant features for classification. The more class 
information the optimal feature subset has, the power 
classification ability it has. Therefore, the better the 
classification result of the optimal feature subset is, the 
higher the feature selection method performance will be. 

Based on the optimal feature subset, SVM and KNN 
classifiers trained in the training set are used to classify 
the samples in the independent test set. The samples in 
the independent test set are independent of the validation 
set. The higher the AUC value and the recognition rate 
are, the higher the classification performance of the 
optimal feature subset will be. 

TABLE II.   
PERFORMANCE OF THE OPTIMAL FEATURE SUBSETS ON SVM CLASSIFIER 

Dataset 
FS-SSM FS-CLUSTER 

AUC Recognition 
rate AUC Recognition 

rate 

Ionosphere 0.910±0.044 0.886±0.038 0.898±0.039 0.859±0.045

Promoters 0.848±0.090 0.767±0.113 0.808±0.085 0.731±0.086
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Multiple 
Myeloma 1.000±0.000 1.000±0.000 1.000±0.000 1.000±0.000

Acute 
Leukemia 0.966±0.052 0.946±0.061 0.943±0.062 0.914±0.082

Colon 0.846±0.133 0.736±0.090 0.825±0.109 0.706±0.105

DLBCL 0.891±0.115 0.861±0.109 0.875±0.080 0.856±0.104

Prostate 0.881±0.089 0.808±0.099 0.882±0.090 0.810±0.099

TABLE III.   
PERFORMANCE OF THE OPTIMAL FEATURE SUBSETS ON KNN CLASSIFIER 

Dataset 
FS-SSM FS-CLUSTER 

AUC Recognition 
rate AUC Recognition 

rate 

Ionosphere 0.850±0.063 0.859±0.057 0.855±0.063 0.845±0.053

Promoters 0.853±0.091 0.757±0.101 0.812±0.088 0.721±0.096

Multiple 
Myeloma 1.000±0.000 1.000±0.000 1.000±0.000 1.000±0.000 

Acute 
Leukemia 0.941±0.070 0.923±0.082 0.931±0.067 0.914±0.072

Colon 0.898±0.090 0.845±0.079 0.866±0.106 0.810±0.089

DLBCL 0.888±0.094 0.859±0.103 0.873±0.064 0.829±0.087

Prostate 0.890±0.065 0.933±0.158 0.876±0.072 0.918±0.183

Performance of FS-SSM and FS-CLUSTER are 
compared in terms of AUC value and recognition rate of 
the selected optimal feature subsets in the independent 
tests.  

Table II and Table III list the classification results of 
SVM and KNN, respectively. The first column is the 
name of datasets. The second and third columns list the 
mean and standard deviation of AUC value and 
recognition rate of the 40 optimal subsets selected by FS-
SSM. Similarly, the fourth and fifth columns list 
classification results of the optimal subsets selected by 
FS-CLUSTER.   

From Table II and Table III, we can know all optimal 
feature subsets selected by FS-SSM and FS-CLUSTER 
from Multiple Myeloma dataset can correctly classify all 
samples of the independent test set. 

Figure 3 and Figure 4 illustrate the classification 
performance of the optimal feature subsets selected by 
the 2 methods form 7 datasets during the 40 rounds of 
feature selection processes. The x-axis indicates the 
datasets and the y-axis presents classification 
performance of the optimal subsets selected by FS-SSM 
and FS-CLUSTER. Height of the vertical bars presents 
the mean of AUC and recognition rate of the selected 
informative subsets.  

 

 
Figure 3.  Performance comparision of  the optimal feature subsets on  SVM classifier 

 

Figure 4.  Performance comparision of  the optimal feature subsets on  KNN classifier 

JOURNAL OF COMPUTERS, VOL. 8, NO. 8, AUGUST 2013 2147

© 2013 ACADEMY PUBLISHER



As shown in Figure 3, classification performance on 
SVM classifier of the informative feature subsets selected 
by FS-SSM is higher than that selected by FS-CLUSTER, 
except that on Prostate dataset.  

From Figure 4, we can find that AUC value on KNN 
classifier of the optimal feature subsets selected by FS-
CLUSTER is higher than that selected by FS-SSM. The 
other bars illustrate that KNN classification result of the 
optimal feature subsets selected by FS-SSM is better than 
that selected by FS-CLUSTER. 

The independent test results show the classification 
performance of the informative feature subsets selected 
by FS-SSM is superior to that selected by FS-CLUSTER. 
It demonstrates that the FS-SSM method can select 
critical features with more class information.  

The feature selection experiments prove that SSM 
algorithm can improve the performance of FS-CLUSTER 
on the 5 gene expression profile datasets. It means that 
SSM can be applied to key gene selection for cancer 
diagnosis. 

As seen from the results of 40 rounds of feature 
selection experiments, the removal of MSs and SVs can 
expand the margin between heterogeneous samples, 
enhance the cohesion of within-class samples and 
improve the classification performance of the selected 
critical features. 

V.  CONCLUSIONS 

This paper proposes a method of feature selection 
based on sample selection method (FS-SSM). Feature 
selection experiments on 7 datasets demonstrate the 
optimal feature subsets selected by FS-SSM achieve high 
classification performance in independent tests.  Results 
imply the SSM is able to improve the performance of FS-
SSM effectively and prove the proposed FS-SSM method 
has potential application on selecting critical genes for 
tumor diagnosis.   

Experimental results also prove that removing 
misclassified samples and samples on class border can 
improve the performance of feature selection method 
based on clustering algorithm. 
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