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Abstract—We present a chaotic hybrid invasive weed optimization (CHIWO) algorithm with an adaptive penalty function which is introduced to solve the constraints for solving the machinery optimizing problems. The proposed CHIWO algorithm runs consistently well on the studies of 13 Benchmark functions and 3 machinery optimizing problems. Experimental results indicate that CHIWO algorithm is a simple and efficient method which can improve the performance of invasive weed optimization (IWO) in terms of computing accuracy and robustness.

Index Terms—chaos, invasive weed optimization, BFGS method, hybrid algorithm, machinery optimizing

I. INTRODUCTION

The machinery optimizing belongs to constrained optimization problem. A constrained optimization problem is generally defined as, Minimize $f(x)$

Subject to $g_j(x) \geq 0$, $j=1,2,\cdots, J$ (1)

$h_k(x) = 0$, $k = 1,2,\cdots, K$ (2)

$l_i \leq x_i \leq u_i$, $i = 1,2,\cdots, N$ (3)

Where $f(x)$ is the fitness function, $h_k(x)$ is the equality constraint and $g_j(x)$ is the $j$th inequality constraint.

Many traditional mathematical methods such as the Lagrange multiplier methods usually require the derivative information of the fitness function and constraints. Furthermore, the attained solution often tends to be a local optimum only if the search space is convex. Recently, intelligent algorithms (IA) have attracted much attention for a kind of optimization problems on a account of their superior advantages. IAs do not need the fitness function to be derivable or even continuous, and IAs run as global optimization methods due to the well balance between the global search and local search of the whole search space. So far, many approaches have been proposed by incorporating constraint-handling methods into IAs to solve constrained optimization problems.

Invasive weed optimization (IWO) is a swarm intelligence algorithm that mimics the colonizing behavior of weeds [1]. The main feature of a weed is that it grows its population entirely or predominantly in a geographically specified space, which can be substantially large or small. Initially a certain number of weeds are randomly spread over the entire search space. The weeds will grow up at last and perform the steps as follows.

Chaotic map is an efficient method in improving the basic IAs and the chaotic hybrid IWO (CHIWO) is presented [1,2]. The performance of CHIWO is investigated when applied to machinery optimizing problems in this paper. An adaptive penalty function is introduced to solve the constraints in the paper. CHIWO is compared against other approaches proposed in the literature on 13 Benchmark functions and 3 machinery optimizing.
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The rest of the paper is organized as follows: Section II provides an overview of BFGS method, invasive weed optimization. CHIWO is presented by introducing the chaotic operator and self-adaptive penalty function in Section III. Experimental results of the study are discussed and analyzed in Section IV. Finally, Section V concludes the paper.

II. BFGS METHOD AND INVASIVE WEED OPTIMIZATION

A. BFGS Method

BFGS method belongs to the quasi-Newton methods, and is the most successful one. We can describe the method in this section, the method can minimize \( f(x) \) generating a sequence of points \( X_k \) in \( \mathbb{R}^n \) such that

\[
X_{k+1} = X_k + \alpha_k d_k \quad ; \quad k = 0, 1, 2, \ldots, \tag{4}
\]

where \( d_k \in \mathbb{R}^n \) is a vector which demonstrates the search direction in the iteration of \( k \) and \( \alpha_k \) is a scalar which gives the definition of the step length in this direction. Thus, in each iteration of \( k \), we can acquire the search direction of solving a linear system as follows:

\[
B_k d_k = -\nabla f_k \quad ; \quad k = 0, 1, 2, \ldots, \tag{5}
\]

where \( \nabla f_k \) represents the gradient of \( f \) in the current point \( X_k \) and \( B_k \) is a \( n \)-order matrix. \( B_k \) is the Hessian matrix in the classic Newton method, in quasi-Newton methods \( B_k \) is an approximation to the Hessian which is updated at each iteration by means of a low-rank formula [3]. Rank-2 function is used in the BFGS, given by

\[
B_k = B_{k-1} - \frac{B_{k-1} s_{k-1} s_{k-1}^T B_{k-1}}{s_{k-1}^T B_{k-1} s_{k-1}} + \frac{y_{k-1} y_{k-1}^T}{y_{k-1}^T s_{k-1}} \quad ; \quad k = 1, 2, \ldots, \tag{6}
\]

where \( s_{k-1} = X_k - X_{k-1} \), and \( y_{k-1} = \nabla f_k - \nabla f_{k-1} \)

BFGS is not fully derivative-free although BFGS is Hessian-free, when the gradient vector is applied at each step, therefore, to compute the first-order partial derivatives in the function of \( f \) is vital for it. One may argue that, in case the gradient \( \nabla f_k \) is costly or difficult to compute analytically, it can be approximated by finite difference techniques, as done continually in real utilizations. But the same argument holds for the Hessian matrix of \( f \).

B. Invasive Weed Optimization

There are four steps of the invasive weed optimization algorithm as described as follows [4]:

Step 1. Initializing: a number of weeds which represent some trial solutions of the fitness function are initialized equably randomly in the objective space.

Step 2. Reproducing: each weed in the population can produce seeds relying on its own and population’s fitness value. The number of seeds of a weed increases linearly from the minimum number of seeds for a plant with the maximum number of seeds for a weed with best fitness (which corresponds to the highest fitness function value for a maximization problem).

Step 3. Distributing: distributing the produced seeds randomly in the objective search space with random numbers with mean equal to zero. The previous step guarantees that the generated seeds will be produced around the parent weed, tending to fall into the trap of local optimum. Nevertheless, the random function’s Standard Deviation (SD) is made to decrease with the iterations. Let \( sd_{\text{min}} \) and \( sd_{\text{max}} \) denote the minimum and maximum standard deviation respectively. Let \( pow \) denotes a real number. Hence the standard deviation for a particular iteration can be given as in Eq. (7):

\[
sd_{\text{iter}} = (\frac{\text{iter}}{\text{iter}_{\text{max}}})^\text{pow} \cdot (sd_{\text{max}} - sd_{\text{min}}) + sd_{\text{min}} \tag{7}
\]

The former step guarantees that the probability of dropping a seed in a distant area decreases nonlinearly with iterations, which leads to grouping fitter weeds and elimination of inappropriate weeds. Consequently, this is a selection operator of invasive weed optimization.

Step 4. Excluding competitively: Once a weed does not produce seeds then it would die out. Therefore, there is a need of some kind of competition between weeds for limiting maximum number of weeds in a population. Initially, the weeds in a population will generate rapidly and all the generated weeds will be included in the population, until the number of weeds in the population reaches a maximum value \( pop_{\text{max}} \). Nevertheless, it is expected that by this time the fitter weeds have generated more than undesirable weeds. Since then, only the fittest weeds, among the existing ones and the generated weeds; are taken in the population and the steps 1 – 4 are redone until the maximum generation time has been arrived, i.e. the population size is fixed from thereon to \( pop_{\text{max}} \). This method is known as competitive exclusion and is also a selection procedure of invasive weed optimization.

The pseudo-code of the standard invasive weed optimization is described as follows:

Step 1. Produce initially some number of weeds in the objective space.

Step 2. Run from step 3 to step 6 until the termination criterion for iteration.

Step 3. Compute the objective function values of the population then rank them.

Step 4. Let a weed generate some seeds between a predefined maximum and minimum number by users in the light of the following equation:

\[
S_i = S_{\text{max}} + (\text{curr}_\text{pop} - \text{rank}) \times (S_{\text{max}} - S_{\text{min}}) \tag{8}
\]

where \( S_{\text{max}} \) and \( S_{\text{min}} \) denote the maximum and minimum number of seeds generated by a weed.

Step 5. Scatter randomly the seeds in the neighborhood of the parent weed. The standard deviation (SD) is computed as the Eq. (7).

Step 6. Outnumbers the maximum number predefined, rank it and abandon all the weeds except the best np_init one.

III Chaotic Hybrid Invasive Weed Optimization for Machinery Optimizing

A. Constrained Handling Method

To our knowledge, the penalty function technique has been the most popular constraint-handling method as result of its simple principle and IAs of implementation.
The sum of constrained violations on the solutions is added up to the fitness function so that the original constrained problems are transformed into unconstrained ones. A dynamic penalty function which can adjust the penalty factors’ value is introduced to implement the goal that the algorithm can search in the feasible space according to the generations. The self-adaptive dynamic penalty function is as follows [5]:

\[ \Phi(x) = f(x) + \epsilon^{(t-1)} \times \left( \sum_{i=1}^{n} (\max(0,g_i(x)))^2 + \sum_{j=1}^{m} \rho_j(x) \right) \]  

B. Chaotic Hybrid Invasive Weed Optimization

Chaotic operator is incorporated into the invasive weed optimization algorithm in order to overcome the disadvantages of IWO [6-9]. It is remarkable that chaotic search operator has a strong ability to escape from the local optimum [10]; for this reason, the chaotic IWO (CIWO) algorithm has a lesser chance of pre-mature convergence compared to IWO. Moreover, as a result of global search and scanning ability, the execution of the chaotic operator prevents the need for increasing the number of seeds in the objective space. hence, the computing time of the whole algorithm is reduced relatively.

The chaotic map which is used in this paper is introduced in this section. Then, the proposed CHIWO method is described. For more information regarding chaotic maps refer to [11].

1) Chaotic maps

a) Logistic map

Logistic map is one of the famous and simplest chaotic maps, which has been used in some literatures [12] and it is presented by Sir Robert May in 1976.

An implication of this is the possibility that a simple deterministic dynamic system can expose complex chaotic behavior devoid of any stochastic disruptions. The logistic map is given as follows:

\[ x_{i+1} = ax_i(1-x_i) \]  

where \( x \in [0,1] \) denotes the chaotic variable and \( a \in [0,4] \) denotes the control parameter. By managing the control parameter, one can determine whether the system is in the stable state, or in the chaotic one. The chaotic behavior of the sequence is ensured when \( a = 4 \), provided that the initial value for the chaotic variable (x) is in the range of (0,1) for points \( x = \{0.25,0.5,0.75\} \).

b) Sinusoidal map

The sinusoidal map is defined as follows:

\[ x_{i+1} = axi^i \sin(\pi x_i) \]  

which guarantees chaotic behavior in the span of (0,1). As it can be seen, the performance of the system becomes chaotic when \( a = 2.3 \).

c) Tent map

The tent map exhibits chaotic dynamics. This mapping generates chaotic sequences in data range (0,1). The following equation defines the tent map:

\[ x_{i+1} = \begin{cases} \alpha x_i & \text{if } x_i < 0.5 \\ \alpha(1-x_i) & \text{if } x_i \geq 0.5 \end{cases} \]  

\[ \alpha = 2 \]  

2) Chaotic hybrid invasive weed optimization

The aim of the optimization algorithm is to minimize the function as follows:

\[ f(x_1,x_2,\cdots,x_n) \]

Subject to

\[ x_{\text{min}} < x_i < x_{\text{max}} \quad i = 1, \cdots, m \]  

The steps of the proposed CHIWO algorithm proceed as follows:

Step 1. Initialize the parameters of the maximum and minimum value for each variable exploited in the optimization of fitness function. Chaotically distribute the pioneering seeds in the space employing the logistic maps described in Section 3.1. It is remarkable that the variables should be normalized to the range of (0,1) before employing the logistic map. The normalization procedure is described as follows:

Step 1.1. Transform variable \( x \) to \( \hat{x} \) confined in the data range (0,1):

\[ \hat{x} = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \]  

Step 1.2. Execute the chaotic sequence to the transformed variable \( x \) generating a new value.

Step 1.3. Transform \( x \) into the range \((x_{\text{max}}, x_{\text{min}})\):

\[ x = x_{\text{min}} + \frac{x_{\text{max}} - x_{\text{min}}}{\hat{x}} \]  

Step 2. Each weed is evaluated and ranked in accordance with its fitness in the population.

Step 3. New seeds are generated in the case of each weed’s ranking in the population. The latest produced seeds are distributed randomly in the space with the standard deviation calculated through Eq. (7).

Step 4. The latest produced seeds are chaotically dispersed in the neighborhood of the flowering weed using one of the chaotic maps outlined in the former subsection. If the current chaotically distributed seed has a better estimation than the previous one, maintain the novel one. If not, the chaotic sequence is continued. By making good use of the local search superiorities of chaotic search, the algorithm is ensured to converge much rapider.

Step 5. Rank the seeds once again, and some of them with lower fitness values are eliminated to reach the maximum number of weeds allowed which is preset by the user.

Step 6. Use BFGS method to search accurately.

Step 7. The algorithm continues at step 3 until generation time is arrived or a termination criterion is met.

IV EXPERIMENTAL RESULTS AND ANALYSES

The experiment in the study is divided into two parts in order to evaluate the performance of CHIWO, the first part is computed through 13 Benchmark functions and the second one is evaluated via 3 machinery optimizing problems.

A. Benchmark Functions

13 common Benchmark functions taken from [13] are used in the experiments in order to test the performance
of the algorithm CHIWO. The benchmark functions contain the features which are representative of what could be considered “difficult” constrained optimization problems for an evolutionary algorithm.

ISR is one of current most competitive approaches for constrained optimization, and it can be observed from Table 1 that it has found out the optimum in each run on all functions except g03, g05, g12 and g13. From the results of CHIWO in Table 1, CHIWO is better than ISR in best, mean, worst values and standard deviation on g03, g05, g12 and g13, and converges to the optimum of g13 in all 100 runs. It can be seen our approach CHIWO has distinct superiority over all the functions except g04, g08 and g13 in best, mean, worst values and std.dev. CHIWO can search the optimum 5126.498 among all the intelligent algorithms. The robustness of CHIWO is slightly weaker than IA-PSO but much stronger than other five algorithms on g13. The whole performance of CHIWO is similar to CHIWO, SMES, AI and PSO. We can see that our approach CHIWO has absolute superiority over all the aspects of performance except for robustness on g8. The performance of CHIWO is better than HIWO on all the functions. Therefore, the performance of CHIWO method is efficient and valuable.

<table>
<thead>
<tr>
<th>Fun</th>
<th>Term</th>
<th>Approaches for constrained optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>g01</td>
<td>Best</td>
<td>-15.000 1.0000 1.0000 1.0000 1.0000</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-15.000 1.0000 1.0000 1.0000 1.0000</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-15.000 1.0000 1.0000 1.0000 1.0000</td>
</tr>
<tr>
<td></td>
<td>Std.dev</td>
<td>3.4E-01 5.0E-02 5.0E-02 5.0E-02 5.0E-02</td>
</tr>
<tr>
<td>g02</td>
<td>Best</td>
<td>0.803619 0.803619 0.803619 0.803619 0.803619</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.782715 0.793283 0.746236 0.778987 0.782124</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.723519 0.751322 0.302179 0.723050 0.710506</td>
</tr>
<tr>
<td></td>
<td>Std.dev</td>
<td>2.2E-02 1.7E-02 2.4E-02 1.87E-02 9.8E-03</td>
</tr>
<tr>
<td>g03</td>
<td>Best</td>
<td>1.000 1.000 1.000 1.000 1.000</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>1.000 1.000 1.000 1.000 1.000</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.209 0.095825 6.3E-05 24.306 24.306</td>
</tr>
<tr>
<td></td>
<td>Std.dev</td>
<td>8.2E-09 2.1E-04 1.5E-03 4.9E-02 4.1E-08</td>
</tr>
<tr>
<td>g04</td>
<td>Best</td>
<td>-30665.539 -30665.539 -30665.539 -30665.539 -30665.539</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-30665.539 -30665.539 -30665.539 -30665.539 -30665.539</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-29986.214 -30665.539 -30665.539 -30665.539 -30665.539</td>
</tr>
<tr>
<td></td>
<td>Std.dev</td>
<td>1.1E-11 5.0E-01 2.3E-07 5.8E-04 6.3E-10</td>
</tr>
<tr>
<td>g05</td>
<td>Best</td>
<td>5126.497 5126.497 5126.497 5126.497 5126.497</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>5126.497 5126.497 5126.497 5126.497 5126.497</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>5502.410 5502.410 5502.410 5502.410 5502.410</td>
</tr>
<tr>
<td></td>
<td>Std.dev</td>
<td>2.7E-13 5.0E-01 6.3E-01 4.3E-02 6.8E-16</td>
</tr>
<tr>
<td>g06</td>
<td>Best</td>
<td>-6961.814 -6961.814 -6961.814 -6961.814 -6961.814</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>-6961.814 -6961.814 -6961.814 -6961.814 -6961.814</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>-6952.482 -6952.482 -6952.482 -6952.482 -6952.482</td>
</tr>
<tr>
<td></td>
<td>Std.dev</td>
<td>1.9E-12 1.9E-00 5.9E-05 3.2E-04 5.2E-15</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>24.843 12.604 25.292 2.3E-01 1.8E-05</td>
</tr>
<tr>
<td></td>
<td>Std.dev</td>
<td>6.3E-05 1.3E-01 4.4E-02 2.3E-01 1.8E-05</td>
</tr>
<tr>
<td>g08</td>
<td>Best</td>
<td>0.095825 0.095825 0.095825 0.095825 0.095825</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.095825 0.095825 0.095825 0.095825 0.095825</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.02188 0.02188 0.02188 0.02188 0.02188</td>
</tr>
<tr>
<td></td>
<td>Std.dev</td>
<td>2.7E-07 1.5E-07 4.4E-02 2.3E-01 1.8E-05</td>
</tr>
<tr>
<td>g09</td>
<td>Best</td>
<td>680.630 680.630 680.630 680.630 680.630</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>680.630 680.630 680.630 680.630 680.630</td>
</tr>
<tr>
<td></td>
<td>Std.dev</td>
<td>2.2E-13 1.6E-02 9.1E-06 5.2E-03 6.0E-04</td>
</tr>
<tr>
<td>g10</td>
<td>Best</td>
<td>7049.248 7049.248 7049.248 7049.248 7049.248</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>7049.250 7049.250 7049.250 7049.250 7049.250</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>7638.366 7638.366 7638.366 7638.366 7638.366</td>
</tr>
<tr>
<td></td>
<td>Std.dev</td>
<td>3.2E-03 1.4E-02 4.9E-02 5.8E-02 1.4E-01</td>
</tr>
<tr>
<td>g11</td>
<td>Best</td>
<td>0.75 0.75 0.75 0.75 0.75</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.75 0.75 0.75 0.75 0.75</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.75 0.75 0.75 0.75 0.75</td>
</tr>
<tr>
<td></td>
<td>Std.dev</td>
<td>1.1E-16 1.5E-04 7.2E-20 5.4E-02 1.2E-6</td>
</tr>
<tr>
<td>g12</td>
<td>Best</td>
<td>1.000 1.000 1.000 1.000 1.000</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>1.000 1.000 1.000 1.000 1.000</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>1.000 1.000 1.000 1.000 1.000</td>
</tr>
<tr>
<td></td>
<td>Std.dev</td>
<td>1.2E-09 0 2.3E-02 5.5E-14 2.6E-16</td>
</tr>
<tr>
<td>g13</td>
<td>Best</td>
<td>0.053942 0.053942 0.053942 0.053942 0.053942</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.06677 0.166385 0.747227 0.852272 0.825546</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.438803 0.468294 2.259875 2.01231 2.63645</td>
</tr>
<tr>
<td></td>
<td>Std.dev</td>
<td>7.0E-02 1.8E-01 5.0E-02 3.4E-01 2.8E-08</td>
</tr>
</tbody>
</table>
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B. Machinery Optimizing Problems

The main goal of this study is to investigate the performance of our proposed CHIWO algorithm for solving the machinery optimizing problems, three well-studied machinery optimizing problems that are chosen from [14] have been solved. And the best results attained by our algorithm CHIWO with adaptive adjusting over 100 independent runs have been compared with the IWO and those reported algorithms in literature.

Example 1. A tension/compression string design problem

This problem is described in Arora (1989), and the aim is to minimize the weight \( f(x) \) of a tension/compression spring subject to constraints on minimum deflection, shear stress, surge frequency, limits on outside diameter and on design variables. The design variables are the wire diameter \( d(x_1) \), the mean coil diameter \( D(x_2) \) and the number of active coils \( P(x_3) \). The mathematical formulation of this problem can be described as follows:

Minimize \( \frac{\pi^2 n^2}{4} \left( \frac{1}{\rho} + \frac{1}{E} \right) \frac{P}{D} \) 
Subject to \( \frac{P}{D} \leq \frac{1}{3} \) 
\( \frac{P}{D} \leq \frac{1}{4} \) 
\( \frac{P}{D} \leq \frac{1}{8} \) 
\( \frac{P}{D} \leq \frac{1}{16} \) 
\( \frac{P}{D} \leq \frac{1}{32} \) 
\( \frac{P}{D} \leq \frac{1}{64} \) 
\( \frac{P}{D} \leq \frac{1}{128} \) 
\( \frac{P}{D} \leq \frac{1}{256} \) 
\( \frac{P}{D} \leq \frac{1}{512} \) 
\( \frac{P}{D} \leq \frac{1}{1024} \)

The details of best solutions by different approaches are given in Table II and III on Example 1. The best, worst, mean and standard deviation are shown in Table III. For best value attained by our approach. From Table II and III, we can see that our approach has found out the best solution when compared with CPSO[14], Beleg.[15], Arora[16], Coello[17] and C.M[18]. From Table III, it can be seen that the best, worst, mean and standard deviation of CHIWO is the best among six algorithms. We can conclude that the robustness of CHIWO is the strongest on Example 1 among six methods.

Example 2. A welded beam design problem

The following problem is taken from (Coello,2000), in which a welded beam is designed for minimum cost \( f(x) \) subject to constraints on shear stress (\( t \)); bending stress in the beam (\( \sigma \)); buckling load on the bar (\( P_c \)); end deflection of the beam (\( d \)) and side constraints. There are four design variables as shown in Figure 2, i.e., \( h(x_1) \), \( l(x_2) \), \( t(x_3) \) and \( b(x_4) \). The problem can be mathematically formulated as follows:

Minimize \( f(x) = 1.10471x_1x_2 + 0.04811x_3x_4(14.0 + x_2) \)
Subject to \( g_i(x) = \tau - 13600 \leq 0 \)
\( g_2(x) = \sigma - 30000 \leq 0 \)
\( g_3(x) = x_1 - x_2 \leq 0 \)
\( g_4(x) = 0.10471x_1 + 0.04811x_3(14.0 + x_2) - 5.0 \leq 0 \)
\( g_5(x) = 0.125 - x_1 \leq 0 \)
\( g_6(x) = \delta - 0.25 \leq 0 \)
\( g_7(x) = P - P_c(x) \leq 0 \)
\( 0.1 \leq x_1, x_2 \leq 2 \)
\( 0.1 \leq x_3, x_4 \leq 10 \)

Where
\( \tau = \sqrt{\frac{3}{2}} \frac{P}{L} \)
\( \sigma = \sqrt{\frac{6}{2}} \frac{P}{L} \)
\( \delta = \sqrt{\frac{6}{2}} \frac{P}{L} \)
\( P = 6000, L = 14, E = 30 \times 10^6, G = 12 \times 10^6 \)
The details of best solutions by different approaches are given in Table IV on Example 2. The best, worst, mean and standard deviation of CHIWO are the best when compared with CPSO[14], C.B.[19], Coello[17] and C.M[18]. The values of mean, worst and standard deviation of CHIWO are the best among the six methods except for the best value of CHIWO is slightly worse than CPSO. From Table V, it can be found that the average searching quality of CHIWO is competitive to that of CPSO and greatly superior to those of other methods. In addition, the standard deviation of the results by CHIWO in 100 independent runs is the smallest.

**Example 3. A pressure vessel design problem**

A pressure vessel design problem is introduced in this section the fitness is to minimize the total cost, including the cost of material, forming and welding. There are four variables: \(T_s\) (\(x_1\), thickness of the shell), \(T_h\) (\(x_2\), thickness of the cylindrical section of the vessel, not including the head). Among the four variables, \(T_s\) and \(T_h\) integer multiples of 0.0625 in., which are the available thickness of rolled steel plates, and \(R\) and \(L\) are continuous variables. The problem can be formulated as follows:

\[
\begin{align*}
\text{Minimize} & \quad f(x) = 0.6224\ x_1 x_2 x_3 + 1.7781 x_1^3 + 3.1661 x_2^3 + 19.84 x_3^3 \\
\text{Subject to} & \quad g_1(x) = -x_1 + 0.0193 x_3 - 10 \\
& \quad g_2(x) = -x_1 + 0.00954 x_3 - 100 \\
& \quad g_3(x) = -\pi x_1^2 x_3 - \frac{4}{3} \pi x_3^3 - 1296000 \leq 0 \\
& \quad g_4(x) = x_4 - 240 \leq 0 \\
& \quad 10 \leq x_1, x_2 \leq 200
\end{align*}
\]

From Table V, it can be found that the average searching quality of CHIWO is competitive to that of CPSO and greatly superior to those of other methods. In addition, the standard deviation of the results by CHIWO in 100 independent runs is the smallest.

![Figure 3. The structure of a pressure vessel](image)

**TABLE II**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1(f))</td>
<td>0.051710</td>
<td>0.051728</td>
<td>0.050000</td>
<td>0.053396</td>
<td>0.051480</td>
<td>0.051989</td>
</tr>
<tr>
<td>(x_2(f))</td>
<td>0.357201</td>
<td>0.357644</td>
<td>0.315900</td>
<td>0.399180</td>
<td>0.351661</td>
<td>0.363965</td>
</tr>
<tr>
<td>(x_3(f))</td>
<td>11.250123</td>
<td>11.244543</td>
<td>14.250000</td>
<td>9.185400</td>
<td>11.632201</td>
<td>10.890522</td>
</tr>
</tbody>
</table>

**TABLE III**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Best</th>
<th>Mean</th>
<th>Worst</th>
<th>Std.dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHIWO</td>
<td>0.012670</td>
<td>0.012687</td>
<td>0.012710</td>
<td>3.2554e-6</td>
</tr>
<tr>
<td>CPSO[14]</td>
<td>0.012675</td>
<td>0.012720</td>
<td>0.012924</td>
<td>5.198500e-5</td>
</tr>
<tr>
<td>Beleg.[15]</td>
<td>0.012833</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Arora[16]</td>
<td>0.012730</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Coello[17]</td>
<td>0.012705</td>
<td>0.012769</td>
<td>0.012822</td>
<td>3.939000e-5</td>
</tr>
<tr>
<td>C.M[18]</td>
<td>0.012681</td>
<td>0.012742</td>
<td>0.012973</td>
<td>5.900000e-5</td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1(h))</td>
<td>0.205020</td>
<td>0.204381</td>
<td>0.205700</td>
<td>0.205986</td>
<td>0.208800</td>
</tr>
<tr>
<td>(x_2(l))</td>
<td>3.482114</td>
<td>3.505107</td>
<td>3.470500</td>
<td>3.471328</td>
<td>3.420500</td>
</tr>
<tr>
<td>(x_3(t))</td>
<td>9.016623</td>
<td>9.033546</td>
<td>9.036600</td>
<td>9.020224</td>
<td>8.997500</td>
</tr>
<tr>
<td>(x_4(b))</td>
<td>0.205801</td>
<td>0.205878</td>
<td>0.205700</td>
<td>0.206480</td>
<td>0.210000</td>
</tr>
<tr>
<td>(g_1(x))</td>
<td>4.47e-02</td>
<td>-12.839796</td>
<td>-5743.826517</td>
<td>-5758.603777</td>
<td>-0.337812</td>
</tr>
<tr>
<td>(g_2(x))</td>
<td>5.5e-01</td>
<td>-1.247467</td>
<td>-4.715097</td>
<td>-255.576901</td>
<td>-353.902604</td>
</tr>
<tr>
<td>(g_3(x))</td>
<td>5.36e-04</td>
<td>-0.001498</td>
<td>0</td>
<td>-0.004400</td>
<td>-0.0012</td>
</tr>
<tr>
<td>(g_4(x))</td>
<td>-3.423012</td>
<td>-3.429347</td>
<td>-3.020289</td>
<td>-2.982666</td>
<td>-3.411665</td>
</tr>
<tr>
<td>(g_5(x))</td>
<td>-0.253537</td>
<td>-0.253536</td>
<td>-0.234208</td>
<td>-0.234160</td>
<td>-0.235649</td>
</tr>
<tr>
<td>(g_6(x))</td>
<td>3.5e-1</td>
<td>-11.681355</td>
<td>-3604.275002</td>
<td>-4465.270928</td>
<td>-363.232384</td>
</tr>
<tr>
<td>(f(x))</td>
<td>1.729021</td>
<td>1.728024</td>
<td>1.724852</td>
<td>1.728226</td>
<td>1.748309</td>
</tr>
</tbody>
</table>
V. CONCLUSIONS

In this paper, new CHIWO approach is proposed and applied to solve machinery optimizing problems. The possibilities of exploring the CHIWO efficiency combined with adaptive penalty function are successfully presented, as illustrated by the studies of 13 Benchmark functions and 3 machinery optimizing problems. Our results indicate that CHIWO approach solve such problems efficiently in terms of precision and robustness and, in most cases, the performance of CHIWO is very nice comparing to the IWO and the other algorithms in the literatures.
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