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Abstract—Temperature and pressure are two main 
parameters of CFBB in the control system. Because of the 
CFBB possess the characteristics of time-varying, large lag 
and strong coupling, it is difficult to set up the arithmetical 
model and achieve better control effects. According to above 
difficulties, this paper adopts T-S fuzzy modeling method to 
description the input-output relationship for the control 
system based on collected data of system. On this basis, it 
adopts the PIDNN controller algorithm which has very 
strong adaptability and the whole system simulation is 
carried out by using MATLAB. The results of simulation 
experiment show that the designed model is effective and the 
control system achieves satisfied control effect. 
 
Index Terms—T-S model; Fuzzy Modeling: circulating 
fluidized bed; PIDNN 
 

I.  INTRODUCTION 

CFBB(Circulating fluidized bed boiler) has been  
developed rapidly in recent decades, which has the 
advantage of high-efficient and low-pollution. So it is 
widely used in industry and heating system. In recent 
years, the capacity and control requirements of CFBB 
continue to increase. There are many control parameters 
and the couple between them are serious, it is difficult to 
establish a precise mathematical model based on 
traditional method and achieve good control effect. 
Currently, there are still many imperfections, especially 
in automatic control and optimization whether in theory 
or in practice for Circulating fluidized bed boiler system. 
The majority of circulating fluidized bed boiler 
automation level is not very high, and some individual 
still using manual operation so far [1].  

According to the control status, this paper adopts T-S 
fuzzy modeling method to descript the input-output 

relationship for the control system based on the collected 
input-output data of system. Compared with the 
traditional method, the physical meaning of the nonlinear 
fuzzy model is clear and easy to understand[2-4]. 

 For T-S fuzzy model, the system is difficult to control 
by traditional PID controller, because of the model 
parameter is varied in different running process, so it is 
hard to achieve satisfied control result. To improve its 
performance, this paper adopts PIDNN (PID Neural 
network) to improve the performance of the controller. 
PIDNN algorithm is not tuning PID parameters by neural 
network, but defining proportional, integral, derivative 
characteristics neurons. So PIDNN algorithm integrate 
PID into neural network, which overcomes the 
shortcomings of slow convergence rate, easy to fall into 
local minimum point and difficult to determine the initial 
values of weights in ordinary neural network. The input 
signal doesn't need differential and integral action from 
external network. Meanwhile it has the arbitrary function 
approximation ability and can acquire better control 
effect[5]. 

II.  FUZZY MODELLING 

A.  The Description of T-S Model 
T-S model realizes the global nonlinear by the local 

linearation method for nonlinear system. The whole input 
space is divided into several small fuzzy spaces. It has 
different local linear equation model for each fuzzy 
subspace. So it becomes simply to analyze control system 
and design controller with this representation. The total 
output of the model is the sum of each local linear model 
output weight [6]. 
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MIMO system can be expressed by many MISO 
systems. Propose a system with k-input single-output, its 
T-S fuzzy rule can be described as follows: 

i i i i
1 1 2 2 k k

i i0 i1 1 i2 2 ik k

R If x is A and x is A ...... andx is A

Then y =b +b x +b x +......b x i=1,2,3...m
   (1) 

Where m is the number of rules and 1 kx ...... x  are input 

variables, i
kA  is the membership function. bi0…bik are 

constants. iy is the output of i the rule. 
The overall fuzzy system output can be obtained with 

the equation (2): 

                       
∑

∑

m
i

i
i=1

m
i

i=1

ω y
y =

ω
                        (2) 

Where iω  are the weights. Compared with traditional 
mathematical modeling method, the ability of 
mathematical reasoning of T-S fuzz modeling is stronger 
[7,8]. 

B. Structure Identification of T-S Fuzzy Modeling 
Fuzzy modeling includes two tasks: structure 

identification and parameters estimation. Structure 
identification divided input space into some subspaces. 
Fuzzy rules can be detected from input and output datum 
of each subspace. Up to now, many methods have been 
proposed for this task including heuristics, clustering-
based method, neural networks, kernel-based method [8]. 
The method of clustering is the best way to identify 
object model structure. This paper uses subtractive 
clustering method to solve the problem of structure 
identification. 

In this paper it uses subtractive clustering method to 
solve the problem of structure identification. The main 
processes are provided in the following paragraphs: 
(1) Calculate the density of each input data ix with the 
below equation: 

            1ω

2w

mw

1w

2w

mw

             (3) 

Where, α  is the neighborhood selected, 

i kx and x are defferent data, iP is the density value of 

the ix  . 
(2)Choose the first center which has the highest density 
as *x1  and *

iP  is its density value. 
(3)For the second cluster center, to reduce the effect of 
the first cluster center, (4) is used to calculate the rest 
data  density . 

              

⎛ ⎞
⎜ ⎟

⇐ ⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

2*x - xi 1*P P - P exp - β>0i i 1 β 2( )
2

           (4) 

Where β  is the neighborhood.  Usually  1.5β α=  
to avoid the too close distance between two cluisterng 
centers. 
(4)After determining the mth cluster center, the density is 
revised as (5): 

             
⎛ ⎞
⎜ ⎟

⇐ ⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

i

2*x - xm*P P - P exp - β > 0mi i β 2( )
2

    (5) 

(5)Cluster centers are selected iteratively until the 
stopping criteria are satisfied . 

C.  Parameter Estimation of T-S Fuzzy Model 
Parameter estimation is based on a certain criteria to 

determine the model parameter. In recent years, neural 
networks have been widely used for its strong ability of 
learning. According to the characteristics of the T-S fuzzy 
reasoning, it makes the mathematical model into a 
network structure, and creates an adaptive neural-fuzzy 
system [9,10]. 

Self adaptive fuzzy neural network is a multilayer 
feedforward network based on T-S model. It is composed 
by antecedent network and consequent network. The 
former parts of the network used to match the antecedent 
of the fuzzy rules and the latter part generate the 
consequent of fuzzy rules. The antecedent network 
consists of five layers and the latter part of the network 
consists of r parallel sub-networks , which is shown in 
fugure 1.  

1ω

2w

mw

1w

2w

mw

 Figure 1 Fuzzy neural system based T-S model structure 
Layer 1: Each neuron corresponds to an input variable. 

It receives an input value and delivers it to the next layer 
of neurons which are related to the input variable. The 
first input node provide constant to the consequent of 
fuzzy rules. 

Layer 2: Each neuron corresponds to a linguistic term 
and contains the membership function of the 
corresponding linguistic term in itself. In this paper, 
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Gaussian function has been used to calculate its 
membership. 

Layer 3: Each neuron corresponds to rule and is 
connected with layer 2 neurons. Each output represents 
its matching degree of the rule. 

i i1 1 i2 2 ik kω = μ (x ) μ (x ) ...μ (x )∧ ∧                     (6) 
Layer 4 : The nodes of this layer calculates the ratio of 

the i th rule’s firing strength to the sum of all rules’ firing 
strengths. 

                            ∑ω ω
m

i i i
i= 1

= /ω                       (7) 

Layer 5: The nodes of this layer calculate the output of 
models 

                           ∑
m

i i
i=1

y = ω y                            (8) 

D.   T-S Model of Bed Temperature of CFBB 
Basing on the existing boiler data of primary air (F), 

flow amount of coal (M), bed temperature (T) and main 
steam pressure (P), 251 sets data are selected to establish 
the model. The clustering radius is 0.4, training times is 
fifty steps. In the experiments process, the T-S model has 
high accuracy when the input vector number is four. And 
[M(t-2),M(t-1),F(t-2),F(t-1)] is chose as the input vector 
of the T-S model of bed temperature. The membership 
function curves of these parameters are shown in figure 2 
to figure 5. 

 

 

 

 
    The training error curve is shown in figure 6. 

 
 

Figure 6  Taining error curve 
T-S model of bed temperature receives 4 groups if-

then rules as follows: 

-2 -2 -2
1

-2

1: If M(t - 2) is in1mf1 and M(t -1) is in2mf1

and F(t - 2) is in3mf1 and F(t -1) is in4mf1

Then = 4.784e e (t - 2) -0.01156e M(t -1)

3.625e F(t - 2)+0.1098F(t -1)

T - 3.97 M
 

-2 -2
2

-2

2 : If M(t - 2) is in1mf2 and M(t -1) is in2mf2

and F(t - 2) is in3mf2 and F(t -1) is in4mf2

Then =0.1465 - e (t - 2)+5.243e M(t -1)

- 2.78e F(t - 2) -0.2974F(t -1)

T 8.121 M
 

-2 -2 -2
3

-2 -2

3: If M(t - 2) is in1mf3 and M(t -1) is in2mf3

and F(t - 2) is in3mf3 and F(t -1) is in4mf3

Then =5.277e e (t - 2)+2.164e M(t -1)

7.058e F(t - 2)-1.845e F(t -1)

T +4.912 M
 

Figure 2. Membership function of M(t-2) 

Figure 3  Membership function of M(t-1)

Figure 4  Membership function of F(t-2)

Figure 5  Membership function of F(t-1)
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-2 -2 -2
4

-2

4 : If M(t - 2) is in1mf4 and M(t -1) is in2mf4

and F(t - 2) is in3mf4 and F(t -1) is in4mf4

Then =9.186e e (t - 2)-1.015e M(t -1)

5.788e F(t - 2)+3.017F(t -1)

P -8.523 M
 

Similarly, [M(t-2),M(t-1),F(t-2),F(t-1)] is also chose as 
the input vector of the T-S model for main steam pressure. 
The membership function curves of these parameters are 
shown in figure 7 to figure 10. 

 
Figure 7. Membership function of M(t-1) 

 
Figure8. Membership function of M(t-2) 

 
Figure9. Membership function of F(t-1) 

 
Figure 10. Membership function of F(t-2) 

T-S model of main steam pressure receives 5 if-then 
rules as follows: 

-3 -3
1

-3

1 : If M(t - 1) is in1mf1 and M(t - 2) is in2mf1

and (t - 1) is in3mf1 and (t - 2) is in4mf1

Then = 1.255e (t - 1) - 0.8926M(t - 2)

1.905F(t - 1) - 4.087e (t - 2)

P + 7.64e M

F

F F  

-3 -3
2

-3

2 : If M(t - 1) is in1mf2 and M(t - 2) is in2mf2

and (t - 1) is in3mf2 and (t - 2) is in4mf2

Then = -1.978e (t - 1) - 0.9507M(t - 2)

1.947F(t - 1) - 6.955e (t - 2)

P -1.184e M

F

F F

-3 -3
3

3 : If M(t -1) is in1mf3 and M(t - 2) is in2mf3

and (t -1) is in3mf3 and (t - 2) is in4mf3

Then = 5.11e (t -1) - 0.986M(t - 2)

1.976F(t -1) - 6.908e (t - 2)

P - 2.512e M

F-2

F F  

-3 -3
4

-2

4 : If M(t -1) is in1mf4 and M(t - 2) is in2mf4

and (t -1) is in3mf4 and (t - 2) is in4mf4

Then = 3.831e (t -1) -1.079M(t - 2)

2.05F(t -1) - 5.796e (t - 2)

P + 4.297e M

F

F F  

-3 -3
5

-2

5 : If M(t -1) is in1mf5 and M(t - 2) is in2mf5

and (t -1) is in3mf5 and F(t - 2) is in4mf5

Then = 3.72e (t -1) - 0.9889M(t - 2)

1.984F(t -1) - 4.144e F(t - 2)

P 2.256e M- -
F  

 III.  DECOUPLING CONTROL ALGORITHM OF PIDNN 

When we control the bed temperature by the fuel rate, 
the main steam pressure also produce fluctuation in the 
CFBB bed temperature and main steam pressure control 
system, but the safe operation of the units are not allowed 
the fluctuation of the main steam pressure. Therefore, it 
must solve the coupling problems between the bed 
temperature and the main steam pressure. Considering the 
fuzzy model of the system, traditional decoupling method 
can not meet the control requirements. So, the paper 
adopts the control method of PIDNN. 

A.  Structure of PIDNN 
The PIDNN is a multi-layered neural network. It is 

combinations of neural network and the control law of 
PID. The hidden layer of the network has respectively 
characteristics, including proportion, integral and 
differential. It uses the paralleled structure of subnet. The 
PIDNN has better self-learning ability and adaptive 
decoupling ability in the multi-variable control system. 
And the system has good dynamic and static 
characteristics by decoupling and control[11]. 

This paper selects two-variables control system as 
research object, which is verified the method of PIDNN 
efficiency, as in figure 11.  

In this system, the control goal are r1 and r2, the actual 
output are y1 and y2 , the controlling parameters are u1 and 
u2. The network weight from input layer to hidden layer 
and from hidden layer to output layer are ωij and ωjh  
separately. 
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Figure 11 Structure of  PIDNN 

B.  Decoupling Control Algorithm of PIDNN 
Reference [7] gives the calculation method of PIDNN. 

PIDNN is similar to forward neural network, including 
forward algorithm and backward algorithm. 

(1) The forward algorithm 
The forward algorithm includes the input-output 

relationship in input layer, hidden layer and output layer. 

1) The input-output relationship in input layer 
The input and output functions of input neurons:   

                         ( ) ( )i six k u k=                             (9) 

The input values of input neurons are siu ,the output 

values of input neurons are ix ,the serial number of sub-
network is s , the serial number of input layer neurons is i.  

2) The input-output relationship in hidden layer 
In the neurons of input layer, the design formulas of 

input total value are the same. 

                    ∑
=

=
2

1

)()('
i

sisijsi kxku ω                     (10) 

The input and output functions of proportion neurons: 

⎧
⎪

≤ ≤⎨
⎪
⎩

s1

s1 s1 s1

s1

1 u' > 1
x' (k)= u' (k) - 1 u' 1

-1 u' < -1
 

The input and output functions of integration neurons: 

u
⎧
⎪

≤ ≤⎨
⎪
⎩

s2

s2 s2 s2 s2

s2

1 u' >1
x' (k)= x' (k - 1)+u' (k) - 1 ' 1

-1 u' < -1

 

The input and output functions of differential neurons: 
 

⎧
⎪

≤ ≤⎨
⎪
⎩

s3

s3 s3 s3 s3

s3

1 u' > 1
x' = u' (k - 1)+u' (k) - 1 u' 1

-1 u' < -1
 

The input values of hidden layer neurons are u ' sj, the 
output values of hidden layer are x ' ij ,the network weight 

from input layer to hidden layer areωij, the serial number 
of sub-network is s, the serial number of input layer 
neurons is i, the serial number of hidden layer neurons is 
j . 

3) The input-output relationship in output layer 
The input of output layer neurons is the adding weigh-

sum of the output values from all neurons. 

          ∑∑
n 3

h sjh sj
s=1 j=1

u'' (k)= ω x' (k)                  (11) 

The input and output functions of output neurons: 

h

⎧
⎪ ≤ ≤⎨
⎪
⎩

h

h h

h

1 u'' > 1
x'' (k)= u'' (k) - 1 u'' 1

-1 u'' < -1
         (12) 

In this formula, the input values of output layer 
neurons are hu'' , the output values of output layer 
neurons are hx'' (k) , the network weight from hidden 
layer to output layer areωsjh. 

(2) The backward algorithm 
The controller of PIDNN is a self-learning control 

without teachers. The backward algorithm regards 
PIDNN and multi-variable plant as Multi-Layer Network. 
The multi-variable plant is the last layer or a few layers. 
This network adopts error back-propagation algorithm 
and the target function is as follows: 

       

2

1 1 1

2

1 1

1 [ ( ) ( )]

1 ( )

n n m

p p p
p p k

n m

p
p k

J E r k y k
m

e k
m

= = =

= =

= = −

=

∑ ∑∑

∑∑
       (13) 

In this formula, the sampling number is m, the 
numbers of controlled variable are n, the expect output 
are rp, the actual output is yn. 

This network adjusts the weights of PIDNN by the 
gradient descent method. We can obtain weights by 
training and studying. 

1) The iterative formulas from the hidden layer to output 
layer: 

    
∂
∂sjh 0 sjh 0 sjh

sjh

Jω (n +1)=ω (n ) - η
ω

           (14) 

Because of coupling function between input and output:   

sign

∂
∂

•∑∑

sjh

n m
p p

p p sj
p=1 k=1 p p

J =
w

y (k +1) - y (k)2- [r (k) - y (k)] x' (k)
m υ (k) - υ (k - 1)

 

(15) 
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2) The iterative formulas from the input layer to hidden 
layer: 

            
∂
∂sij 0 sij 0 sij

sij

Jω (n +1)=ω (n ) - η
ω             (16) 

Where       

         [ ( )]
∂ ∂ ∂∂ ∂

∂ ∂ ∂ ∂∑ ∑
n n

p p h

p=1 h=1sij p p h sij

E y υJ J=
ω E y υ ω

       (17) 

The weights of PIDNN concem the convergent speed 
and convergent direction, but we can not know how to 
decides the neural network's evaluation.This paper adopts 
the method of random. 

The ability of PIDNN decoupling control comes from 
the characteristic of nonlinear mapping. When PIDNN 
conducts to training and studying, it can not know 
decoupling or control. The PIDNN completes the 
mapping from input to output based on the target function. 
Therefore, if the training samples contain the request of 
decoupling control, PIDNN can achieve better effect of 
decoupling control by adjusting weights. 

IV.  ANALYSIS OF SYSTEM SIMULATION 

We can realize the control of the system by PIDNN 
controller with four inputs and two outputs based on T-S 
model. The input value and output value are the four units 
of input layer. The two units of output are linked to the 
input terminal of the object. 

Supposing the initial values of the proportion and 
differential neuron from input layer to hidden layer are as 
follows:  

     
−s11 s13 s21 s23ω (0)=ω (0)= ω (0)= -ω (0)= 1

Where    s = 1 , 2  

Supposing the initial values of the integral neuron from 
input layer to hidden layer are as follows: 

s12ω (0)= 0.08 , 

s22ω (0)= -0.085  
The initial values of weights form hidden layer to 

output layer are as follows: 

sjhω (0)= 0.08  

， ，j = 1 , 2 3 h = 1 2  
The step of studying:       

 η= 0.2  
The target function: 

n n
2

p
p 1 p 1

J E (r(k) y(k))
= =

= = −∑ ∑  

The controlled object chooses threes kinds of situations, 
includes [1,0],[0,1],[1,1]. The open loop characteristic of 
the controlled object is shown in figure 11. The system 
characteristics of decoupled control are shown in figure 

12. and the training objective funtion in different 
condition is shown in figure 13. 

In these figures, flow amount of coal is expressed by r1, 
the primary air is expressed by r2, the bed temperature is 
expressed by y1, and the main steam pressure is 
expressed by y2. 
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(a)   r1=1,r2=0 
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(b) r1=0,r2=1 
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(c) r1=1,r2=1 

Figure 12 Object coupling relationship with different r1 and r2 

The control target of this system is to control bed 
temperature by flow amount of coal and control main 
steam pressure by the primary air. From these figures, it 
can be seen that there exist coupling between inputs and 
outputs. The flow amount of coal does not only influence 
bed temperature, the main steam temperature also change 
with it. And when we control the steam pressure by the 
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primary air, the bed temperature also change with this 
parameter. To realize the satisfied control effect, it must 
resolve the coupling between these parameters.  

0 50 100 150 200 250 300
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y
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(a) r1=0,r2=1 
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(b) r1=0,r2=1 
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k
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y1
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(c) r1=1,r2=1 

Figure 12   System step response with different input r1 and r2  

It could be found out from the simulation result that, 
the control scheme of PIDNN can solve the coupling 
problem of the system, there doesn’t exist control 
overshoot in the control process and the adjusting time is 
relative short. The whole system control achieves 
satisfied control effect for bed temperature and main 
steam pressure. 
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(a)    r1=1,r2=0 
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(b)  r1=0,r2=1 
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(c)  r1=1,r2=1 

Figure 13 Training objective funciton curve  with different  
input r1 and r2 

The training objective function of the system is another 
important part in the system. In the figure 13, it shows 
that the convergence speed of the training objective 
function is very fast and  it can reach its convergence aim 
in about eighty steps. 

V.  CONCLUSION 

The bed temperature and the steam pressure are two 
main parameters in CFBB control system. In order to 
solve the difficult of model building, this paper built up 
non-linear model by the algorithms of T-S fuzzy. Due to 
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the poor adaptability of traditional PID controller, this 
paper adopts the method of PIDNN to improve the self-
learning capability, and achieves the purpose of 
decoupling and control and obtains better control effect. 
In the simulation process, we found that the performances 
of PIDNN controller are influenced by the initial values 
of weights and compensations. Therefore, future research 
direction is to optimize initial weight parameters of the 
PIDNN to get more ideal control result. 

ACKNOWLEDGMENT 

This paper is supported by the National Natural 
Science Foundation (60874003). We are pleased to 
acknowledgee our thankfulness. 

REFERENCES 

[1] Qingqing Yan, Chaoying Liu, Xueling Song, Zheying 
Song, Tengfei Li, “Application of T-S Fuzzy Modeling 
Method in the Bed Temperature Control of Circulating 
Fluidized Bed Boiler”, Proceedings of 2012 International 
Conference on Machine Learning and Cybernetics, China, 
pp. 179-183, Jul. 2012  

[2] Kong Huifang, Ren Guoqing, He Jizhu, Xiao Benxian. 
“The Application of Fuzzy Neural Network in Fault Self-
diagnosis System of Automatic Transmission”, Journal of 
Software, Vol.6, No.2, pp. 209-217, February 2011 

[3] Wei Jiang. “The Application of the Fuzzy Theory in 
theDesign of Intelligent Building Control ofWater Tank” 
Journal of Sorware, Vol.6, No.6, pp. 1082-1088 June 2011 

[4] Huaizhong Chen. “Research of the Electro-hydraulic Servo 
System Based on RBF Fuzzy Neural Network Controller”, 
Journal of Sorware, Vol.7, No.9,  pp. 1960-1967, 
September 2012 

[5] Yao Jubiao, Jiang Keyu, Yao Chaoyi. “Analysis of LPG 
Engine PID Parameter Control of Transient Air-fuel Ration 
Based on Improved Elman Neural Network”, Journal of 
Sorware, Vol.5, No.1, pp. 54-64, January. 2009 

[6] Zhigang Su, Keihong Wang, Jiong Shen, Yufei Zhang, and 
Lu Chen, “Convenient T-S fuzzy model with enhanced 
performance using a novel swarm intelligent fuzzy 
clustering technique”, Journal of Process Control, Vol. 22, 
No. 1, pp. 108-124, Jan.2012. 

[7] Keon. Myung. Lee, Dong. Hoon. Kwak, and Hyung. 
Leekwang, “Tuning of fuzzy models by fuzzy neural 

networks”, Fuzzy sets and systems, Vol. 76, No. 1, pp. 47-
61, Nov. 1995. 

[8] Yunis Torun, “Designing simulated annealing and 
subtractive clustering based fuzzy classifier”, Applied soft 
Computing, Vol. 11, No. 2, pp. 2193-2201, Mar. 2011. 

[9] Yunis Torun, “Designing simulated annealing and 
subtractive clustering based fuzzy classifier”, Applied soft 
Computing, Vol. 11, No. 2, pp. 2193-2201, Mar. 2011. 

[10] Muyen Chen, “A hybrid ANFIS model for business failure 
prediction utilizing particle swarm optimization and 
subtractive clustering”, Information Sciences. In press, 
corrected proof, Available online 1 Oct 2011. 

[11] Huai-lin Shu, PID neural network and its control system, 
National Defense Industry Press (Beijing,2006) 

 
  

Chaoying Liu is a Professor of 
Automatic Control at Hebei University of 
Science and Technology, Shijiazhuang, 
Hebei, China. She received her Master’s 
degree in Control Theory and Control 
Engineering from Wuhan University of 
Technology, Wuhan. Her current research 
focuses on the intelligent control and its 
application in complex system with 

mutiple input and output. 
 

Xueling Song received her Master’s degree in Control Theory 
and Control Engineering from Hebei University of Technology 
in 2002. She is currently Assistant Professor at the College of 
Electrical Engineering & Informational Science, Hebei 
University of Science and Technology, Shijiazhuang, Heibei, 
China. Her current research interest includes advanced PID 
control and intelligent control in industry proce 

 
Zheying Song is a Professor of Measurement & 
control technology & instrument at Hebei University of Science 
and Technology, Shijiazhuang. She received her Bachelor 
degree in Measurement technology from Chongqing University, 
Chongqing. Her current research focuses on measurement 
instrument research and control in industry process. 
 
Qingqing Yan is a graduate of Hebei University of Science and 
Technology, Her current reseach mainly includes neural 
network  control and its application in process control. 

 

2076 JOURNAL OF COMPUTERS, VOL. 8, NO. 8, AUGUST 2013

© 2013 ACADEMY PUBLISHER




