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#### Abstract

A secure scalar product protocol is a type of specific SMC problem, and has found various applications in many areas such as privacy-preserving data mining, privacy-preserving cooperative statistical analysis, and privacy-preserving geometry computation.

In this paper, we firstly extend to a solution of homomorphic-encryption based secure scalar product protocol such that it enables the scheme to be used in distributed decryption, and to deal with negative vectors. Secondly, we propose two-party secure computation of a public Boolean function on private inputs of each party. Thirdly, we describe two applications of our secure scalar product protocol to computational geometry: determining securely location of a point to a directed line segment, and conditional oblivious transfer based on the relation between a private point and a private directed line.
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## I. Introduction

In secure multiparty computation (SMC) [1-2], a set of parties want to jointly compute a function of their inputs over the Internet or any computer network without revealing to the other participants any information about their private inputs. A secure scalar product protocol [3-8] is a type of specific SMC problem, and its goal is that two parties jointly compute the scalar product of their private vectors, but no party will reveal any information about his private vector to another party. As a building block, secure scalar product protocol has found various applications in many areas such as privacy-preserving data mining [3-4], privacy-preserving cooperative statistical analysis [5], and privacy-preserving geometry computation [6].

A secure scalar product protocol deals with the following problem. Let Alice have a private vector $X=\left(x_{1}, \cdots, x_{l}\right)$ and Bob has another private vector $Y=\left(y_{1}, \cdots, y_{l}\right)$, They compute cooperatively

$$
u+v=X \cdot Y=\sum_{i=1}^{l} x_{i} y_{i}
$$

where $u$ is a uniformly distributed random number known by Alice and $v$ is a dependent uniformly distributed random number known by Bob.

To solve this problem, many solutions have been proposed [3-8], and a nice overview of the problem and the security properties of some solutions were given in [3].

In [3], it was shown that if a vector has low support (the support of a vector is defined by the number of nonzero elements in this vector), another party will learn half elements of this vector, further learn the whole vector with a high probability. Then the authors proposed a new secure scalar product protocol, which is based on homomorphic encryption with plaintext space $Z_{m}$ for some large $m$. The protocol is secure in the semi-honest model [2], assuming that $X, Y \in Z_{\mu}^{l}$, in which $\mu=\lfloor\sqrt{m / l}\rfloor$.

However, all of these protocols considered only positive integer vectors. How to deal with negative vectors is an important and interesting issue because of their broad applications in reality.

In this paper, we make an extension to the solution in [3], which enables the scheme to be used in distributed decryption, and to handle negative vectors. Furthermore, we describe two-party secure computation of a public Boolean function on private input of each party. Finally,
we propose two applications of our secure scalar product protocol to computational geometry. The former is to determine which side a private point $P_{0}$, held by a party
(Alice), lies in a directed line segment $\overrightarrow{P_{1} P_{2}}$, held by another party (Bob), but neither of them wants to reveal its secret to another party. The latter is a conditional oblivious transfer protocol based on the relation between a point $P_{0}$, held by a party (Alice), and a directed line $\overrightarrow{P_{1} P_{2}}$, held by another party (Bob). Assume Alice has two secret messages $s_{0}, s_{1}$, and wishes (obliviously to her) to transfer one of them to Bob depending on which side $P_{0}$ lies in $\overrightarrow{P_{1} P_{2}}$, but will not learn Bob's private directed line and the location relation of one's own point with Bob's private directed line.

## II. Some Fundamental Concepts and Building Blocks

## A. Some Concepts in Computational Complexity

(1) Negligible Function. A function $\mu \mapsto(0,1)$ is called negligible if for every positive polynomial $p(x)$, and all sufficiently large $n$ 's, $\mu(n)<1 / p(n)$.
(2) Probability Ensembles. A probability ensemble indexed by $S \subseteq\{0,1\}^{*}$ is a family $\left\{X_{w}\right\}_{w \in S}$, so that each $X_{w}$ is a random variable (or distribution) which ranges over (a subset of) $\{0,1\}^{\text {poly( }(w)}$. Typically, we consider $S=\{0,1\}^{*}$ and $S=\left\{1^{n}: n\right.$ is a naural number $\}$.
(3) Identically distributed. We say that two ensembles, $X \stackrel{\text { def }}{=}\left\{X_{w}\right\}_{w \in S}$ and $Y \stackrel{\text { def }}{=}\left\{Y_{w}\right\}_{w \in S}$, are identically distributed, and denoted by $X \equiv Y$, if for every $w \in S$ and every $\alpha$

$$
\begin{equation*}
\operatorname{Pr}\left[X_{w}=\alpha\right]=\operatorname{Pr}\left[Y_{w}=\alpha\right] \tag{1}
\end{equation*}
$$

(4) Computationally Indistinguishable.

Two ensembles, $\quad X \stackrel{\text { def }}{=}\left\{X_{w}\right\}_{w \in S} \quad$ and $\quad Y \stackrel{\text { def }}{=}\left\{Y_{w}\right\}_{w \in S} \quad$, are computationally indistinguishable, and denoted by $X \stackrel{C}{\equiv} Y$, if for every non-uniform distinguisher $D$ there exists a negligible function $\mu(\cdot)$ such that for every $a \in\{0,1\}^{*}$,

$$
\begin{equation*}
\left|\operatorname{Pr}\left[D\left(X_{w}(a, n)\right)=1\right]-\operatorname{Pr}\left[D\left(Y_{w}(a, n)\right)=1\right]\right|<\mu(n) \tag{2}
\end{equation*}
$$

## B. The Semi-honest Model

We assume that all parties are semi-honest. Roughly speaking, a semi-honest party is one who follows the protocol properly with the exception that it keeps a record of all its intermediate computations and might derive the other parties' inputs from the record. A protocol is private in the semi-honest model if whatever is obtained by a party participating in the protocol also can be computed from its input and output only. This assumption is formalized by simulation paradigm as follows [2].

Let $f=\left(f_{1}, f_{2}\right)$ be a probabilistic polynomial-time functionality and $\Pi$ be a two-party protocol for
computing $f$. The view of the first party during an execution of $\Pi$ on the input $(x, y)$, denoted by $\operatorname{view}_{1}^{\Pi}(x, y)$, is ( $x, r^{1}, m_{1}^{1}, \cdots, m_{t}^{1}$ ), where $r^{1}$ represents the outcome of the first party's internal coin tosses, and $m_{i}^{1}$ denotes the $i$ th message received during executing of $\Pi$. The output of the first party during executing of $\Pi$ on the input $(x, y)$, denoted output ${ }_{1}^{\Pi}(x, y)$, is implicit in the party's view of the execution. The view and output of the second party can be defined under analogous notation.

Definition:For a functionality $f=\left(f_{1}, f_{2}\right)$, , privately computes $f$ (or $\Pi$ is secure) if there exist two probabilistic polynomial-time algorithms, denoted by $S_{1}$ and $S_{2}$ such that

$$
\begin{gathered}
\left\{S_{1}\left(x, f_{1}(x, y)\right), f_{2}(x, y)\right\}_{x, y} \stackrel{c}{=}\left\{\operatorname{view}_{1}^{\Pi}(x, y), \text { output }_{2}^{\Pi}(x, y)\right\}_{x, y}, \\
\left\{f_{1}(x, y), S_{2}\left(y, f_{2}(x, y)\right)\right\}_{x, y} \stackrel{c}{\equiv}\left\{\text { output }_{1}^{\Pi}(x, y), \text { viewt }_{2}^{\Pi}(x, y)\right\}_{x, y}
\end{gathered}
$$

where $\xlongequal{〔}$ denotes the computational indistinguishability, $\operatorname{view}_{1}^{\Pi}(x, y) \quad, \quad \operatorname{view}_{2}^{\Pi}(x, y) \quad, \quad$ output $_{1}^{\Pi}(x, y) \quad$ and output ${ }_{2}^{\Pi}(x, y)$ are random variables, defined as a function of the same random execution. In particular, output ${ }_{1}^{\Pi}(x, y)$ is fully determined by $\operatorname{view}_{i}^{\Pi}(x, y)$.

## C. Homomorphic Encryption Schemes

An encryption scheme is homomorphic [9-10] if for some operations $\square$ and $*, E_{k}(x) \square E_{k}(y)=E_{k}(x * y)$, where $x$ and $y$ are two elements from the message space and $k$ is the key. If $*$ is an additive (multiplicative) operator, the encryption scheme is said to be additive (multiplicative) homomorphic. A useful property of homomorphic encryption schemes is that an operation can be conducted based on the encrypted data without decrypting them. If an encryption scheme is additive and multiplicative homomorphic simultaneously, it is said to be fully homomorphic [17-23]. A fully homomorphic encryption scheme can be used to fulfill the secure scalar product protocol, and it can make significant improvement in communication complexity, but it would suffer huge computational overhead with current state of the art.

Therefore, we will not adopt the fully homomorphic encryption scheme, instead of adopting an only additive homomorphic encryption scheme, I. Damgärd and M. Jurik's cryptosystem in $Z_{n^{s}}$, as our building block in this paper. The encryption scheme is as follows [10]:

Key generation: Let $n=p q$ be the RSA-modulo with $p=2 p^{\prime}+1, q=2 q^{\prime}+1$, where $p, q, p^{\prime}, q^{\prime}$ are primes, $g \in Q_{n}$, the group of all squares of $Z_{n}^{*}, \alpha \in Z_{\tau}$, where
$\tau=p^{\prime} q^{\prime}=\left|Q_{n}\right| \quad, \quad h=g^{\alpha} \bmod n$. The public key is ( $n, g, h$ ) and the private key is $\alpha$.

Encryption: For $m \in Z^{+}$, choose an integer $s>0$ such that $m \in Z_{n^{s}}$. The encryption is

$$
E_{h}(m ; r)=\left(g^{r} \bmod n,\left(h^{r} \bmod n\right)^{n^{s}}(n+1)^{m} \bmod n^{s+1}\right),
$$ where $r \in_{R} Z_{n}$.

Decryption: For a ciphertext $c=(G, H), s$ can be deduced from the length of $c$ (or attached to the encryption), and the message is computed from

$$
\begin{aligned}
& m=L_{s}\left(H\left(G^{\alpha} \bmod n\right)^{-n^{s}}\right) \\
& =L_{s}\left(\left(g^{\alpha r} \bmod n\right)^{n^{s}}(n+1)^{m}\left(g^{r \alpha} \bmod n\right)^{-n^{s}}\right) \\
& =L_{s}\left((n+1)^{m} \bmod n^{s+1}\right)=m \bmod n^{s}
\end{aligned}
$$

where $L_{s}$ is an algorithm for calculating $m$ from $(n+1)^{m} \bmod n^{s+1}$ [11], whose computational cost is $O\left(s^{2}\left|n^{s}\right|^{2}\right)$.

Scalaring: For a ciphertext $c=E_{h}(m, r)=(G, H)$, the scalaring is done by computing $c^{\prime}=E_{h}(k m, k r)=\left(G^{k}, H^{k}\right)$ for $k \in Z_{N}^{*}$. If $m=0$, the scalaring operation does not change the content of the ciphertext.

The scheme is semantically secure under two assumptions, the CRA (Composite Residuosity Assumption) and the composite DDH assumption. The CRA states that it is computationally infeasible to distinguish whether an element $z \in Z_{n^{2}}^{*}$ is a residue or not, while the composite DDH assumption says that it is computationally infeasible to distinguish two tuples $\left(n, g, g^{a} \bmod n, g^{b} \bmod n, g^{a b} \bmod n\right) \quad$ and $\left(n, g, g^{a} \bmod n, g^{b} \bmod n, y\right)$, where $y \in_{R} Q_{n}$.

The scheme is additively homomorphic since

$$
\begin{aligned}
& E_{h}\left(m_{1} ; r_{1}\right) \square E_{h}\left(m_{2} ; r_{2}\right) \\
& =\left(g^{r_{1}} \bmod n,\left(h^{r_{1}} \bmod n\right)^{n^{s}}(n+1)^{m_{1}} \bmod n^{s+1}\right) \\
& \left(g^{r_{2}} \bmod n,\left(h^{r_{2}} \bmod n\right)^{s^{s}}(n+1)^{m_{2}} \bmod n^{s+1}\right) \\
& =\left(g^{r_{1}+r_{2}} \bmod n,\left(h^{r_{1}+r_{2}} \bmod n\right)^{n^{s}}(n+1)^{m_{1}+m_{2}} \bmod n^{s+1}\right) \\
& =E_{h}\left(m_{1}+m_{2} ; r_{1}+r_{2}\right)
\end{aligned}
$$

## D. Re-encryption

Let $(G, H)$ be a ciphertext, $\left(G_{0}, H_{0}\right)$ be the ciphertext of the plaintext 0 , then the plaintext of $\left(G^{\prime}, H^{\prime}\right)=(G, H) \square\left(G_{0}, H_{0}\right)$ be the same as that of $(G, H)$.

The computational cost of Re-encryption is twofold that of the original scheme.

In the following we will denote $E(m)$ as $E_{h}(m ; r)$ when no misunderstanding is possible.

## E. Distributed key Generation

Alice (Bob) picks $\alpha_{1}\left(\alpha_{2}\right)$ at random and publishes $h_{1}=g^{\alpha_{1}}\left(h_{2}=g^{\alpha_{2}}\right)$ along with a zero-knowledge
proof of knowledge of $h_{1}$ 's ( $h_{2}$ 's) discrete logarithm. The public key is $h=h_{1} h_{2}$, and the private key is $\alpha=\alpha_{1}+\alpha_{2}$.

## F. Distributed Decryption

Given an encrypted message $(G, H)$, Alice publishes $G_{1}=G^{\alpha_{1}}(\bmod n)$, and proves its correctness by showing the equality of logarithm of $h_{1}$ and $G_{1}$, that is, proves $\left(g, G, h_{1}, G_{1}\right)$ satisfying the relation

$$
\begin{aligned}
& R_{D H}=\left\{\left(\left(g, G, h_{1}, G_{1}\right), \alpha_{1}\right) \mid\right. \\
& \left.h_{1}=g^{\alpha_{1}} \bmod n \wedge G_{1}=G^{\alpha_{1}} \bmod n\right\}
\end{aligned}
$$

The proof of the relation $R_{D H}$ can be done in zeroknowledge [12], whose communication cost is $2 \log n+\log \tau$. Similarly,Bob publishes $G_{2}=G^{\alpha_{2}} \bmod n$, and proves $\left(g, G, h_{2}, G_{2}\right)$ satisfying the relation

$$
\begin{aligned}
& R_{D H}=\left\{\left(\left(g, G, h_{2}, G_{2}\right), \alpha_{2}\right) \mid\right. \\
& \left.h_{2}=g^{\alpha_{2}} \bmod n \wedge G_{2}=G^{\alpha_{2}} \bmod n\right\}
\end{aligned}
$$

The plaintext can be derived by computing

$$
m=L_{s}\left(H\left(G_{1} G_{2} \bmod n\right)^{-n^{s}}\right)
$$

## G. Mix Network (MN)

Intuitively, a mix network [13] is a multi-party protocol that takes as input a list of ciphertext items and from this produces a new, random list of ciphertext items such that there is a one-to-one correspondence between the underlying plaintexts of input and output items. In other words, the underlying output plaintexts represent a random permutation of the underlying input plaintexts. The security of a mix network is characterized by the infeasibility for an adversary of determining which output items correspond to which input items.

Our mix network is similar to the one in [13]. Let the input to the mix network be a sequence of ciphertexts $\left(G_{1}, H_{1}\right),\left(G_{2}, H_{2}\right), \cdots,\left(G_{k}, H_{k}\right)$, and the output is a random permutation and re-encryption of the inputs, namely a sequence

$$
\left(G_{\sigma(1)}^{\prime}, H_{\sigma(1)}^{\prime}\right),\left(G_{\sigma(2)}^{\prime}, H_{\sigma(2)}^{\prime}\right), \cdots,\left(G_{\sigma(k)}^{\prime}, H_{\sigma(k)}^{\prime}\right)
$$

where $\left(G_{i}^{\prime}, H_{i}^{\prime}\right)$ represents a random re-encryption of $\left(G_{i}, H_{i}\right)$, and $\sigma$ is a random permutation on $k$ elements. The computational cost of MN is $k$-times that of the employed encryption scheme.

## H. Shuffle

A shuffle [14] of ciphertexts $C_{1}, C_{2}, \cdots, C_{k}$ is a new set of ciphertexts $C_{1}^{\prime}, C_{2}^{\prime}, \cdots, C_{k}^{\prime}$, such that both sets of the ciphertexts have the same plaintexts. If we are working with I. Damgärd and M. Jurik's cryptosystem, $C_{1}, C_{2}, \cdots, C_{k}$ can be shuffled by selecting a permutation $\sigma$ and setting

$$
C_{1}^{\prime}=C_{\sigma(1)} E(0), C_{2}^{\prime}=C_{\sigma(2)} E(0), \cdots, C_{k}^{\prime}=C_{\sigma(k)} E(0)
$$

It is impossible for anybody else to see which permutation was used in the shuffle because of the semantic security of the cryptosystem. On the other hand
this also means that anybody else cannot check if we did make a correct shuffle directly.

The computational cost of a shuffle is $k$-times that of the employed encryption scheme.

## I. Distributed Plaintext Equality Test (IET)

Our protocol is similar with the one in [13]. Let $C_{1}=\left(G_{1}, H_{1}\right)$ and $C_{2}=\left(G_{2}, H_{2}\right)$ be two ciphertexts with respective underlying plaintexts $m_{1}$ and $m_{2}$ encrypted under the same public key $h$. Two participants, Alice and Bob, jointly determine whether $m_{1}=m_{2}$. Consider the ciphertext $c=\left(\frac{G_{1}}{G_{2}}, \frac{H_{1}}{H_{2}}\right)$, Alice (Bob) selects a blinding factor $z_{1}\left(z_{2}\right)$, and computes $c^{z_{1}}\left(c^{z_{2}}\right)$. Then both of them jointly compute $c^{\prime}=c^{z_{1}} c^{z_{2}}=\left(G^{\prime}, H^{\prime}\right)$ as blinded $c$. According to distributed decryption algorithm, they publish $G_{1}^{\prime}=\left(G^{\prime}\right)^{\alpha_{1}} \bmod n$ and $G_{2}^{\prime}=\left(G^{\prime}\right)^{\alpha_{2}} \bmod n$, respectively, and jointly judge whether $H^{\prime}\left(G_{1}^{\prime} G_{2}^{\prime} \bmod n\right)^{-n^{s}}=1$ or not. If it does, they conclude that $m_{1}=m_{2}$, else $m_{1} \neq m_{2}$. We denote the protocol above by $\operatorname{PET}\left(C_{1}, C_{2}\right)$.

The computational cost of ПET is the sum of the one of employed encryption with $4 \log n$ modular multiplications, then subtract the one of $L_{s}$.

## III. A Secure Scalar Product Protocol in Field

In the following, we will make an improvement on the solution in [3], such that it can be realized based on I. Damgärd and M. Jurik's cryptosystem in $Z_{n^{s}}$, where $s>0$ is an integer such that any element involved in the computation are in $Z_{n^{s}}$.

In our applications, we assume $N_{0}=\left\lfloor\log n^{s}\right\rfloor+1$, that is, $n^{s}$ is of $N_{0}$ bits length. We say $d<0$ if $n^{s} / 2<d<n^{s}$, thus the most significant bit in elements of $Z_{n^{s}}$ denotes its sign, that is, 1 denotes the negative element, 0 is positive.

Protocol 1 (Secure scalar product protocol)
Inputs: Alice has a private vector $X=\left(x_{1}, \cdots, x_{l}\right)$ and Bob has another private vector $Y=\left(y_{1}, \cdots, y_{l}\right), x_{i}, y_{i} \in Z_{n^{s}}$ for $i=1,2, \cdots, l$.

Outputs: Alice gets $u$ and Bob gets $v$, satisfying $u, v \in Z_{n^{s}}$ and $u+v=X \cdot Y \bmod n^{s}$.
(1) Alice computes $c_{i}=E\left(x_{i}\right)$ and sends $c_{i}$ to Bob, for $i=1,2, \cdots, l$.
(2) Bob computes $w=\prod_{i=1}^{l} c_{i}^{y_{i}}$, generates a random plaintext $v \in Z_{n^{s}}$, computes $w^{\prime}=w E(v)=(G, H)$, sends $w^{\prime}$ to Alice, publishes $G_{2}=G^{\alpha_{2}} \bmod n$ and proves ( $g, G, h_{2}, G_{2}$ ) satisfying the relation
$R_{D H}=\left\{\left(\left(g, G, h_{2}, G_{2}\right), \alpha_{2}\right) \mid\right.$
$\left.h_{2}=g^{\alpha_{2}} \bmod n \wedge G_{2}=G^{\alpha_{2}} \bmod n\right\}$
(3) Alice compute
$G_{1}=G^{\alpha_{1}} \bmod n, u=L_{s}\left(H\left(G_{1} G_{2} \bmod n\right)^{-n^{s}}\right)$,
and obtains $u=\left(\sum_{i=1}^{l} x_{i} y_{i}+v\right) \bmod n^{s}$.
(4) Bob computes $v=n^{s}-v$.

Security: The input of Bob is $Y$, the view of Bob during an execution of the protocol is $E\left(x_{1}\right), \cdots, E\left(x_{n}\right)$. Because of the semantic security property of employed encryption scheme, Bob will not learn any information about $X$, thus Alice's security is proven.

For Bob's security, we can construct a simulator $S_{1}$ to simulate the view of Alice. The input, output, and view of Alice are $X, u, v i e w_{1}^{\Pi}(X, Y)=\left\{w^{\prime}\right.$, prooftext $\}$, respectively, where prooftext is Alice's view in proof of $R_{D H}$. Because the proof of $R_{D H}$ can be done in zeroknowledge, there exists a simulator $S_{D H}$ to perfectly simulate the view of the verifier (Alice here). Let the output of $S_{D H}$ be $R^{\prime}$. \{prooftext $\}$ and $R^{\prime}$ are identically distributed.
$S_{1}$ takes as input ( $X, u$ ), and proceeds as follows.
(1) generates randomly a vector $Y^{\prime}=\left(y_{1}^{\prime}, \cdots, y_{l}^{\prime}\right)$, compute $v^{\prime}$ satisfying $u+v^{\prime}=X \cdot Y^{\prime} \bmod N$ and $v^{\prime}<N$.
(2) computes

$$
\begin{gathered}
c_{i}^{\prime}=E\left(x_{i}\right), w^{\prime \prime}=\left(\prod_{i=1}^{n}\left(c_{i}^{\prime}\right)^{y_{i}^{\prime}}\right) \bmod N^{2} \\
w^{\prime \prime \prime}=\left(\left(w^{\prime \prime} E\left(-v^{\prime}\right)\right) \bmod N^{2} .\right.
\end{gathered}
$$

(3) outputs $S_{1}(X, u)=\left\{w^{\prime \prime \prime}\right\} \cup R^{\prime}$.

It can be verified that $D\left(w^{\prime \prime \prime}\right)=u=D\left(w^{\prime}\right)$, that is, $w^{\prime \prime \prime}$ and $w^{\prime}$ are two ciphertexts with the same plaintext. So $\left\{w^{\prime \prime \prime}\right\}$ and $\left\{w^{\prime}\right\}$ are identically distributed. $\left\{S_{1}(X, u)\right\}$ and $\left\{v i e w_{1}^{\Pi}(X, Y)\right\}$ are identically distributed.

Note: if $\{A\}$ and $\{B\}$ are identically distributed, and $\{C\}$ and $\{D\}$ are identically distributed, it is easy to prove that $\{A, C\}$ and $\{B, D\}$ are identically distributed.

Resource analysis: During an execution of the protocol, Alice and Bob obtain 1 ciphertext and $n$ ciphertexts, respectively. Besides, $2 \log n+\log \tau$ bits are needed in proof of $R_{D H}$, therefore the communication cost is $[(l+1)(s+2)+2] \log n+\log \tau$ bits.

Alice needs to perform 1 encryptions and 1 decryption, while Bob needs to compute $l$ multiplications and 1 encryption.

If the elements of vectors are negative, we can transform negative elements to positive elements, then perform scalar product of positive elements. For example, we would like to compute the scalar product of two vectors ( $-2,3,-6,7$ ) and ( $4,-5,2,-6$ ) in $Z_{15}$, we can firstly transform them to $(13,3,9,7)$ and $(4,10,2,9)$, then compute
$(13,3,9,7) \cdot(4,10,2,9) \equiv 13(\bmod 15)$

It can be verified that
$(-2,3,-6,7) \cdot(4,-5,2,-6) \equiv 13(\bmod 15)$
The result remains unchanged.

## IV. Two-Party computation of a Boolean function

In [15], a computation of a symmetric Boolean function was given, a symmetric Boolean function is a Boolean function whose output depends only on the number of 1 's in its input. The solution is given under the situation where any secret is shared among a set of users, it is easy to compute sharings of $[a+b]_{p}$ and $[a \cdot b]_{p}$ from $[a]_{p}$ and $[b]_{p}$, where $[a]_{p}$ denotes a secret sharing of $a \in F_{p}$ over $F_{p}$, the multiplication is done by unbounded fan-in multiplication [16].

In the case of two parties involved, the addition and multiplication of two encryptions can not be done simultaneously, unless there is a fully homomorphic encryption algorithm available. In the following, based on mix network, we give a computation of any Boolean function in the case of two parties involved, and assume that there is not a fully homomorphic encryption algorithm available.

Let $\phi\left(a_{1}, \cdots, a_{l}\right)$ be a public Boolean function where $a_{i} \in\{0,1\}(i=1, \cdots, l)$. Two parties, Alice and Bob, want to compute $\phi$ on their private inputs $\left\{a_{i_{1}}, \cdots, a_{i_{1}}\right\}$ and $\left\{a_{j_{1}}, \cdots, a_{j_{i_{1}}}\right\}\left(l_{1}+l_{2}=l\right)$, respectively. The truth table $T$, with $2^{l} \times(l+1)$ elements, of $\phi$ can be

TABLE I.
THE TRUTH TABLE OF BITWISE SUM $Z_{i}=u_{i}+v_{i}$

| $u_{i}$ | $v_{i}$ | $c_{i-1}$ | $c_{i}$ | $Z_{i}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 0 | 1 |
| 0 | 1 | 1 | 1 | 0 |
| 1 | 0 | 0 | 0 | 1 |
| 1 | 0 | 1 | 1 | 0 |
| 1 | 1 | 0 | 1 | 0 |
| 1 | 1 | 1 | 1 | 1 |

created and made public. For example, TABLE I (named $T_{1}$ below) is a truth table of bitwise sum of $u, v$ in which $z_{i}=u_{i}+v_{i}$, and $c_{i}$ is the carry bit.

The protocol of computing $\phi$ is as follows, in which $E$ is I. Damgärd and M. Jurik's cryptosystem with public key $h$.

Protocol 2 (Secure computation of a public Boolean function)

Inputs: The public truth table $T$, Alice has private inputs $\left(a_{i_{1}}, \cdots, a_{i_{1}}\right)$ and Bob has private inputs $\left(a_{j_{1}}, \cdots, a_{j_{l_{2}}}\right)$.

Outputs: An encrypted Boolean function value $E\left(\phi\left(a_{1}, \cdots, a_{l}\right)\right)$.
(1) Alice applies MN to $T$ (using $y$ as the encryption key), obtains $T^{\prime}$ and publishes it.
(2) Bob shuffles $T^{\prime}$, obtains $T^{\prime \prime}$ and publishes it.
(3) Using $y$ as the encryption key, Alice encrypts $\left(a_{i_{1}}, \cdots, a_{i_{1}}\right)$, and obtains $\left\{E\left(a_{i_{1}}\right), \cdots, E\left(a_{i_{1}}\right)\right\}$, Bob encrypts $\left(a_{j_{1}}, \cdots, a_{j_{k_{2}}}\right)$, and obtains $\left\{E\left(a_{j_{1}}\right), \cdots, E\left(a_{j_{j_{2}}}\right)\right\}$.
(4) for $i=1$ to $2^{t}$ do $\{$
if $\operatorname{PET}\left(E\left(a_{i_{1}}\right), T^{\prime \prime}\left[i, i_{1}\right]\right)=1, \cdots$,
and $\operatorname{PET}\left(E\left(a_{i_{1}}\right), T^{\prime \prime}\left[i, i_{l_{1}}\right]\right)=1$
and $\operatorname{PET}\left(E\left(a_{j_{1}}\right), T^{\prime \prime}\left[i, j_{1}\right]\right)=1, \cdots$,
and $\operatorname{PET}\left(E\left(a_{j_{l_{2}}}\right), T^{\prime \prime}\left[i, j_{l_{2}}\right]\right)=1$,
then return $\left.T^{\prime \prime}[i, l+1]\right\}$.
If the function $\phi$ is a bitwise sum of $u, v$, the step (4) in Protocol 2 is modified as that Protocol 4 shows.

Security: The security of Protocol 2 can be derived from the security of the employed building blocks such as $M N$, shuffle and $\Pi E T$.

Resource analysis: Because all

$$
T, T^{\prime}, T^{\prime \prime},\left\{E\left(a_{i_{1}}\right), \cdots, E\left(a_{i_{i_{1}}}\right)\right\},\left\{E\left(a_{j_{1}}\right), \cdots, E\left(a_{j_{j_{2}}}\right)\right\}
$$

are public, it is not necessary to consider the communication cost.

Because step 1~3 can be precomputed, the computational cost is dedicated by step 4, which needs $2^{l} \times l$ PET. Thus the computational cost of Protocol 2 is $2^{l} \times l$ times that of $\Pi E T$.

## V. Two applications in Computational Geometry

In this section, we give two applications of the secure scalar product in secure computational geometry.

## A. Secure Location of a Point to a Directed Line Segment

Suppose that there is a triangle in the plane with the vertices $P_{1}\left(x_{1}, y_{1}\right), P_{2}\left(x_{2}, y_{2}\right)$ and $P_{0}\left(x_{0}, y_{0}\right)$. Then the signed area of the triangle is half of the determinant

$$
D\left(P_{1}, P_{2}, P_{0}\right)=\left|\begin{array}{lll}
x_{1} & y_{1} & 1 \\
x_{2} & y_{2} & 1 \\
x_{0} & y_{0} & 1
\end{array}\right|
$$

where the sign of $D\left(P_{1}, P_{2}, P_{0}\right)$ is positive if and only if $\left(P_{1}, P_{2}, P_{0}\right)$ forms a counterclockwise cycle, i.e. $P_{0}$ lies in the left of directed line segment ${\overrightarrow{P_{1} P}}_{2}$, and negative if and only if $\left(P_{1}, P_{2}, P_{0}\right)$ forms a clockwise cycle, i.e. $P_{0}$ lies in the right of directed line segment ${\overrightarrow{P_{1}}}_{2}$ [24].
$D\left(P_{1}, P_{2}, P_{0}\right)$ can be substituted for the $z$ coordinate of the cross product ${\overrightarrow{P_{1} P}}_{2} \times \vec{P}_{1}$. We assume that there are two parties, Alice and Bob. Alice holds a private point $P_{0}\left(x_{0}, y_{0}\right)$ and Bob holds a private directed line segment with direction from $P_{1}\left(x_{1}, y_{1}\right)$ to $P_{2}\left(x_{2}, y_{2}\right)$, where $\left(x_{i}, y_{i}\right) \in\left(Z_{n^{s}}\right)^{2}(i=0,1,2)$. They want to
determine which side $P_{0}$ lies in the directed line segment ${\overrightarrow{P_{1} P}}_{2}$, but neither of them wants to reveal its private point to another party.

The protocol is as follows.
Protocol 3 (Secure location of a point to a directed line segment)

Inputs: Alice has a private point $P_{0}\left(x_{0}, y_{0}\right)$ and Bob has a private directed line segment with direction from $P_{1}\left(x_{1}, y_{1}\right)$ to $P_{2}\left(x_{2}, y_{2}\right)$.

Outputs: Which side of $P_{0}$ lies in the directed line segment ${\overrightarrow{P_{1} P}}_{2}$.
(1) Alice takes a vector $X=\left(x_{0}, y_{0}, 1\right)$. Bob takes a vector $Y=\left(y_{1}-y_{2}, x_{2}-x_{1}, x_{1} y_{2}-x_{2} y_{1}\right)$, and picks randomly and uniformly a number $v \in Z_{n^{s}}$.
(2) Alice engages in Protocol 1 with Bob, and gets $u=(X \cdot Y+v) \bmod n^{s}$.

Protocol 3 is secure because of the security of Protocol 1.

In Protocol 1, we take $l=3$, and obtain the resource needed in Protocol 3 as follows. The communication cost is $[4 s+10] \log n+\log \tau$ bits. Alice needs to perform 3 encryptions and 1 decryption, and Bob needs to perform 3 multiplications and 1 encryption.

To determine the relation of $P_{0}$ with $\overrightarrow{P_{1} P_{2}}$, it suffices for both of them to determine $X \cdot Y>0$ or $X \cdot Y<0$. If all operations are performed in real R, Alice and Bob can determine $X \cdot Y>0$ or $<0$ by comparing $u$ and $v$ through a millionaire protocol [25-27]. But now, all computations are done under modulo $n^{s}$, and there exists wrap-round modulo $n^{s}$, thus they are not able to compare $u$ and $v$ by a millionaire protocol. To obtain the sign of $X \cdot Y$, what they need is to get the most significant bit of $u+v$ by computing $u+v$ bit-by-bit, denoted by $z_{i}=u_{i}+v_{i}$, for $i=1, \cdots, N_{0}$. They establish the truth table of the bit-wise addition as in table 1, in which $z_{i}=u_{i}+v_{i}$, and $c_{i}$ is the carry bit. In the truth table $T_{1}$, bits are regarded as logical values, and the bit-wise addition can be transformed to the computation of Boolean function. The protocol is as follows.

Protocol 4 (Secure determination of scalar product by the most significant bit)

Inputs: Alice has a private integer $u$, denoted by $u_{1}, \cdots, u_{N_{0}}$ bit-by-bit, where $u_{1}$ is the least significant bit and $u_{N_{0}}$ is the most significant bit. Bob has another private integer $v$, denoted by $v_{1}, \cdots, v_{N_{0}}$ bit-by-bit, in which $v_{1}$ is the least significant bit and $v_{N_{0}}$ is the most significant bit.

Outputs: Both of them get the encryption of $u+v$ bit-by-bit.
(1) Alice applies MN to $T_{1}$ (using $h$ as the encryption key), obtains $T_{1}^{\prime}$ and publishes it.
(2) Bob shuffles $T_{1}^{\prime}$, obtains $T_{1}^{\prime \prime}$ and publishes it.
(3) Using $h$ as the encryption key, Alice encrypts $\left\{u_{1}, \cdots, u_{N_{0}}\right\}$, and obtains $\left\{E\left(u_{1}\right), \cdots, E\left(u_{N_{0}}\right)\right\}$, Bob encrypts $\left\{v_{1}, \cdots, v_{N_{0}}\right\}$, and obtains $\left\{E\left(v_{1}\right), \cdots, E\left(v_{N_{0}}\right)\right\}$.
(4) $c_{0}=0 ; E\left(c_{0}\right)=E(0)$;
for $i=1$ to $N_{0}$ do $\{$
for $j=1$ to 8 do $\{$
if $\operatorname{PET}\left(E\left(u_{i}\right), T^{\prime \prime}[j, 1]\right)=1$
and $\operatorname{PET}\left(E\left(v_{i}\right), T^{\prime \prime}[j, 2]\right)=1$
and $\operatorname{PET}\left(E\left(c_{i-1}\right), T^{\prime \prime}[j, 3]\right)=1$,
then return $\left.E\left(c_{i}\right)=T^{\prime \prime}[j, 4]\right), E\left(z_{i}\right)=T^{\prime \prime}[j, 5]$;
\}
\}.
When the Protocol 4 is finished, both of them obtain the encryption of $E\left(z_{N_{0}}\right)$, which is the encryption of the most significant bit of the sum $u+v$. They can jointly decrypt it and obtain $z_{N_{0}}$, which gives the result of $A \cdot B>0$ or $A \cdot B<0$.

The security of Protocol 4 is guaranteed by that of Protocol 2.

Similarly to Protocol 2, it is not necessary to consider the communication cost.

The computational cost is $24 N_{0}$ times that of PET.
In computational geometry, if we measure the distance by meters, the value of 16 -bit length can measure 65536 meters, so it is enough to take $N_{0} \leq 16$ in reality.

## B. Conditional Oblivious Transfer based on the Relation between A Point and A Directed Line

A conditional oblivious transfer is a variant of oblivious transfer [27-28]. Intuitively, it considers the following problem: two participants, Alice and Bob, have private inputs $x$ and $y$ respectively, and share a public predicate $Q(\cdot, \cdot)$. Alice has two secret messages $s_{0}, s_{1}$, and wishes (obliviously to her) to transfer one of them to Bob depending on $Q$, but will not learn Bob’s private input and the value of $Q$.

The conditional oblivious transfer is very useful to computational geometry. For example, there are two companies, a railway company and a construction company. The railway company wants to build a railway, while the construction company wants to erect a building. But, the construction of railway will bring inconvenience to the pass in and out of the residents in the building, and the extent of inconvenience depends on which side the building lies on the railway. Therefore, the railway company will compensate the construction company in accordance with which side building lies on. The railway company would not like to tell the construction company where the railway will be built and two compensation schemes, in case the construction company can decide where his building will be erected, while the construction company does not tell the railway company where his building will be erected, in case the railway company can
decide his own scheme according to the scheme of construction company to reduce the fee to be paid.

We propose a conditional oblivious transfer scheme based on Protocol 4.

In the scheme, after finishing Protocol 4, both of participants do not decrypt $E\left(c_{N_{0}}\right)$

Protocol 5 (Conditional oblivious transfer based on Protocol 4)

Inputs: Alice has a private point $P_{0}\left(x_{0}, y_{0}\right)$ and two secret message $s_{0}, s_{1}$, Bob has a private directed line segment with direction from $P_{1}\left(x_{1}, y_{1}\right)$ to $P_{2}\left(x_{2}, y_{2}\right)$.

Outputs: Bob gets one of $s_{0}$ and $s_{1}$.
(1) Alice and Bob perform Protocol 3, and obtain $u, v$, respectively, satisfying $u, v \in Z_{n^{s}}$ and $u+v=X \cdot Y \bmod n^{s}$.
(2) Alice and Bob perform Protocol 4, and obtain $E\left(z_{N_{0}}\right)$, where $E$ is I. Damgärd and M. Jurik's cryptosystem in $Z_{n^{s}}, u_{N_{0}}, v_{N_{0}}, Z_{N_{0}}$ are the most significant bit of $u, v$, and $u+v$, respectively, $c_{N_{0}-1}$ is the $\left(N_{0}-1\right)$ th carry bit of $u+v$.
(3) Alice and Bob perform Sub-protocol 6.1. Bob obtains one of $s_{0}$ and $s_{1}$.

In step (3), a sub-protocol is needed, it is described as follows.

## Sub-protocol 5.1

Inputs: The public input is $E\left(z_{N_{0}}\right)$, and Alice has two secret message $s_{0}, s_{1}$.

Outputs: Bob gets one of $s_{0}$ and $s_{1}$.
(1) Alice computes $\left.c=\left[E\left(\mathrm{z}_{N_{0}}\right)^{s_{1}}\right]\left[E(1) E\left(z_{N_{0}}\right)\right]^{-1}\right]^{s_{0}}$. Let $c=(G, H)$, Alice computes $G_{1}=G^{\alpha_{1}}$, sends $c=(G, H)$ and $G_{1}=G^{\alpha_{1}}$ with the proof

$$
R_{D H}=\left\{\left(\left(g, G, h_{1}, G_{1}\right), \alpha_{1}\right) \mid h_{1}=g^{\alpha_{1}} \bmod n \wedge G_{1}=G^{\alpha_{1}} \bmod n\right\}
$$

to Bob.
(2) Bob computes $G_{2}=G^{\alpha_{2}}$ and $u=L_{s}\left(H\left(G_{1} G_{2} \bmod n\right)^{-n^{s}}\right)$, and obtains $z_{N_{0}} s_{1}+\left(1-z_{N_{0}}\right) s_{0}$.

If $z_{N_{0}}=1$, that is, $P_{0}$ lies in the right of directed line segment $\overrightarrow{P_{1} P_{2}}$, then Bob obtains $s_{1}$, else Bob obtains $s_{0}$.

Security: The security of Bob trivially holds because he does not send anything to Alice.

The security of Alice can be proven by constructing a simulator $S_{2}$ for the view of Bob. The view of Bob is view ${ }_{2}^{\Pi}=\{c$, prooftext $\}$, where prooftext is Bob’s view in proof of $R_{D H}$. Because the proof of $R_{D H}$ can be done in zero-knowledge, there exists a simulator $S_{D H}$ to perfectly simulate the view of the verifier (Bob here). Let the output of $S_{D H}$ be $R^{\prime}$. \{prooftext $\}$ and $R^{\prime}$ are identically distributed. The input of $S_{2}$ is $s$, it encrypts $s$ and obtains $c^{\prime}=E(s)$, takes as output $\left\{c^{\prime}, R^{\prime}\right\}$. Because both of $c$ and $c^{\prime}$ are encryptions of $s$,
$c$ and $c^{\prime}$ are identically distributed. So $\left\{c^{\prime}, R^{\prime}\right\}$ is identically distributed with $\{c$, prooftext $\}, S_{2}$ simulates perfectly view ${ }_{2}^{\text {I }}$.

Resource analysis: During an execution of the protocol, only one encryption is exchanged between Alice and Bob, the communication cost is $(s+4) \log n+\log \tau$ bits.

Alice needs to perform 2 encryptions and 3 multiplications, Bob needs to perform 1 decryption.

The security of Protocol 5 is guaranteed by that of Protocol 3, Protocol 4, and Sub-protocol 5.1.

The resource needed in Protocol 5 is the sum of the ones of three protocols employed, that is, the communication cost is $(5 s+14) \log n+\log \tau$ bits. Both of participants need to perform jointly $24 N_{0}$ PETs. Besides, Alice needs 5 encryptions, 1 decryption and 3 modular multiplications, while Bob needs 2 decryptions and 3 modular multiplications.

## VI. Conclusion

We have given 5 two-party secure protocols: a secure scalar product protocol based on I. Damgärd and M. Jurik's cryptosystem, secure computation of a public Boolean function, secure location of a point to a directed line segment, secure determination of scalar product by the most significant bit, conditional oblivious transfer based on secure determination of scalar product by the most significant bit. The security, communication cost and parties' computational cost in all protocols are analyzed.
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