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Abstract—The edited technique is of great importance in 
pattern recognition. The classical edited fuzzy technique use 
fuzzy k nearest neighbors(FKNN) to take out some useless 
samples which was classified erroneously in the editing 
process. In this paper, a proposed edited fuzzy k nearest 
neighbors based on threshold is developed, which not only 
consider the maximum membership value but also consider 
that whether the maximum value is bigger than the given 
threshold value. We use refer samples to classifier the test 
samples by FKNN, in which we not only select samples 
classified correctly but also consider the maximum 
membership value. That is, threshold value is used to take 
out some samples that was unreliable. Several comparisons 
are made between the proposed edited FKNN and the 
classical edited FKNN, which shown that the proposed 
method is better then the classical method. 
 
Index Terms—FKNN, edited FKNN, the threshold value 
 

I.  INTRODUCTION 

Pattern classification is a method capable of 
discriminating patterns, it is an approach to supervised 
learning in pattern recognition[13]. In pattern 
classification, instance selection plays a great role in 
improving recognition rate and reducing the size of 
samples set. Instance selection is to reduce the original 
training set to smaller one. Through the process of 
instance selection, some unreliable samples are removed, 
and it also reduce the computation complexity and 
storage space.  

At present, there are many schloars researching the 
theory of instance selection. Several methods such as 
edited KNN [4], edited technique for genetic algorithm[7], 
unlabel data[6], evolutionary prototype selection[5], 
comparison result[8] [9], edited FKNN [13], NNR 
through proximity graphs[14], NNR using a two-layer 
perception[16], were proposed to reduce the number of 
instances  in the training set. Some methods extract only 
unreliable samples while others try to remove as many 
instances as possible without significant degradation of 
the reduced dataset for learning[8]. 

In this paper, we mainly study and develop edited 
FKNN algorithm[10]. Edited FKNN is to improve 
recognition performance by using an editing procedure to 

reduce the number of preclassified samples. It first 
divided the training set into two subset: refer set and test 
set. Then each sample in the reference set is classified 
using FKNN. Finally, all the samples misclassified are 
then deleted from the reference set. In the procedure of 
edited FKNN, its editing criterion is whether the estimate 
class label, i.e., the class label of maximum membership 
value, is equal to class label or not.  

In this paper, we adopt edited FKNN by the threshold 
value to filter the data sets. In Edited FKNN, it just only 
consider what category does the maximum membership 
value come into. In this paper, besides what category 
does the maximum membership value come into, we also 
consider if the maximum membership value is large 
enough. If the maximum membership value is large 
enough, it means that the sample almost belong to certain 
class, otherwise the sample may be on the boundary of 
multiple classes. We use refer samples to classifier the 
test samples by FKNN, in which we not only select 
samples classified correctly but also consider the 
maximum membership value is large enough or not. 

II.  PRELIMINARIES 

In the following we review briefly two preliminary 
theory: FKNN and Edited FKNN. 

A.  FKNN 
FKNN was first proposed by Keller[10] to solve a 

problem that each of the labeled samples is given equal 
importance in deciding the class memberships of the 
patterns to be classified. The advantage in FKNN is that 
the degree of membership in a set can be specified, rather 
than just the binary [2], [11], [12]. This algorithm firstly 
finds K  nearest neighbors to each testing sample 
according to dissimilarity measure, give a initial 
membership of labeled samples, and then makes a 
decision according to the labeled neighbors, usually by 
assigning the label of the most voted class among these 
K  neighbors. 

Let K  be the number of nearest neighbors, and 
},,,{)},(,),,(),,{( 2121 ct CCCyyyD == θθθ  

be the labeled training set, x  be a testing sample, where 
t  is the number of all labeled samples. The algorithm is 
summarized as follows[2]: 
Step1. Input the value K ,  the labeled sample set D , 
and Initialize the membership matrix  
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,  where ijij uyu =)(  denotes the degree of sample 

vector iy  in j-th classes. 
Step2. Calculate the distance between x  and all labeled 
samples iy , i.e., ii yxyxd −=),( . 

Step3. Sort the distances },,2,1|),({ tiyxd i = , 

determine K  nearest neighbors that are closest to x , list 
K  nearest neighbors },,,{ 21 KK yyyD ′′′=  according 
to the sort. 
Step4. Gather the labels of the K  nearest neighbors 

},,,{ 21 KK yyyD ′′′= , there are cjK j ,,2,1, =  
neighbors which respectively belong to c  different 
subset jC . The degree of the membership of x  in the j-

th class is 
∑
∑

=

== K

i i

K

i iij
j

w

wu
xu

1

1)( , where iw  represents 

the importance of iy′ , if maxj  satisfies 

},,2,1|)(max{)(
max

cjxuxu jj == , i.e., 

)}(max{argmax xuj j= , then x  is assigned to 
maxjC . 

B.  Edited FKNN 
Edited K Nearest Neighbor (EKNN) algorithm was 

created in 1972, whose main idea is to remove the given 
instance if its class does not agree with majority class of 
its neighbors. Let 

},,,{)},(,),,(),,{( 212211 cnn CCCXXXD == θθθ
 be the training set, and each sample iX  has a given 

class label iθ . In EKNN, iθ  of each iX  is first 

estimated using the KNN, and the data set D  is edited by 
deleting ),( iiX θ  whenever iθ  does not coincide with 
its estimate . Then the k-NNR is used again to estimate 
θ  of X  by using the edited data [13]. 

We divided D  into two subsets 21 DDD ∪= : 

reference set },,,{ 211 tYYYD =  and testing set 

},,,{ 212 mZZZD = , in which, 

},,2,1,{ 1 tiDYi =∈  and },,2,1,{ 2 miDZi =∈ , 

mtn += . The reference set 1D  is used to estimate the 

class label of the testing set 2D  by FKNN. The samples 

must be deleted from the testing set whenever θ  does not 
coincide with its estimate. Finally, FKNN is used again to 
estimate θ  of the unlabeled x  by using the edited 

reference set. The EFKNN is as follows: 
Step1. Input the value K , and the labeled sample set D . 
Then divided D  into two subsets 21 DDD ∪= : 

reference set },,,{ 211 tYYYD =  and testing set 

},,,{ 212 mZZZD = . 

Step2. Initialize the membership matrix tcijuU )(=  as 

(1), where )( ijij Yuu = denotes the degree of sample 

vector iY  in j-th class.  

Step3. For the given testing sample 2DZ ∈ , calculate 
the distance between n-dimensional testing sample Z  
and the all labeled samples iY , i.e., for any 

},,2,1{ ti∈ , ||),( ii YZYZd −= . 
Step4. According to Step3, Step4, Step5 in the section 
II.(A). 
Step5. Delete Z  from testing set 2D  if the estimated 

category maxj  is different from the class label θ  of Z , 

otherwise reserve Z  in testing set 2D . 
Step6. Do Step3, Step4, Step5 in this section until all the 
samples in 2D  are estimated. Then the updated testing 
set is the edited set that we are looking for. 

From the above algorithm, we see that through the 
edited technique testing set can be updated continuously. 

III.  THE EDITED FKNN CLASSIFIER BASED ON THE 
THRESHOLD 

In this section, the novel parts of Edited FKNN based 
on the threshold is described. It is the extension of 
EFKNN. In EFKNN, membership value was used to 
assign a value to every sample in each class, which 
indicates the degree to which the element belongs to a 
fuzzy set. Next, we estimate the category of the sample 
according to the maximum membership value. However, 
in that process, some samples may be in the boundary of 
multiple class, and its maximum membership value may 
be small. From the classification view of point, these 
samples are usually unreliable or useless which should be 
deleted from the testing set. If we still follow EFKNN 
technique, i.e., follow the rule of the maximum 
membership, some boundary samples will be reserved in 
the testing set. That isn't what we wanted and isn't the 
desired result. 

According to the algorithm in section 2.2, delete Z  
from testing set 2D  if the estimated category maxj  is 

different from the class label θ  of Z  and 
α≥== },,2,1|)(max{)(

max
cjxuxu jj , 

otherwise reserve Z  in testing set 2D . Do Step3, Step4, 

Step5 in this section until all the samples in 2D  are 
estimated. Then the updated testing set is the edited set 
that we are looking for. The algorithm is summarized as 
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follows: 
Step1. Input the value of nearest neighbors K , and the 
labeled sample set 

},,,{)},(,),,(),,{( 212211 cnn CCCXXXD == θθθ
. Then divided D  into two subsets 21 DDD ∪= : 

reference set },,,{ 211 tYYYD =  and testing set 

},,,{ 212 mZZZD = . 

Step2. Initialize the membership matrix tcijuU )(=  as 

(1), where )( ijij Yuu = denotes the degree of sample 

vector iY  in j-th class.  

Step3. For the given testing sample 2DZ ∈ , calculate 
the distance between n-dimensional testing sample Z  
and the all labeled samples iY , i.e., for any 

},,2,1{ ti∈ , ||),( ii YZYZd −= . 
Step4. Do Step3, Step4, Step5 according to algorithm in 
the part B of section II. 
Step5. Delete Z  from testing set 2D  if the estimated 

category maxj  is different from the class label θ  of Z , 

otherwise reserve Z  in testing set 2D . 
Step6. Do Step3, Step4, Step5 in this section until all the 
samples in 2D  are estimated. Then the updated testing 
set is the edited set that we are looking for. 

We use reference set to classify the testing set by 
FKNN, in which we not only select samples classified 
correctly but also consider the maximum membership 
value. Threshold value α  is used to control the size of 
the maximum membership value. Through the use of 
threshold value some boundary samples or noise samples 
can be taken out of reference set. On the whole, the 
updated reference set is more "clean", and each labeled 
sample in reference set can accurately represent its class. 
For the edited technique, the use of threshold value must 
be more reasonable and suitable. In the next section, 
experiment will demonstrated its superiority. 

IV.  EXPERIMENT 

The classical EFKNN and the proposed EFKNN 
respectively are used to classify the same testing set in the 
experiment. We desire to show the proposed method by 
the comparison experiment. 

A.  Date set 
In this section, we will evaluate the performance of 

EFKNN classifier based on threshold value using two 
different synthetic data. A two(three)-dimensional 
synthetic data set DA(DB) for a three(four)-class problem 
is generated as follows. Each class has 2000(4000) 
patterns which were independent and identically 
distributed (i.i.d), drawn from a normal distribution 
having mean as 

)3,5.1(),0,3(),0,0(

))3,0,0(),0,3,0(),0,0,3(),0,0,0(( , and the same 

covariance identity matrix as 22×I ( 33×I ) (see details in 
Table.1). 

In the experiment, 3000 samples in DA are used to be 
the training set DATR, and the other 3000 samples are 
used to be the testing set DATE. Likewise, 8000 samples 
in DB are used to be the training set DBTR, and the other 
8000 samples are used to be the testing set DBTE. In the 
training set DATR(DBTR), 1500(4000) samples are used 
to be the reference set DATRRE(DBTRRE), and the 
other 1500(4000) samples are used to be the testing set 
DATRTE(DBTRTE), i.e., 

DATRTEDATRREDATR ∪=  
)( DBTRTEDBTRREDBTR ∪= (note that the 

testing set DATE(DBTE) is different from the testing set 
DATRTE(DBTRTE), DATRTE(DBTRTE) is used to 
edit samples in training procedure, while DATE(DBTE) 
is used to be the testing samples for getting recognition 
rate ). (see details in Table. 1, Table. 2). 

B.  Ddiscussion 
We respectively use edited testing samples and the 

modified edited testing samples to classify the same 
testing samples DATE(DBTE) so as to compare their 
recognition rate. The followingTable.3, Table.4, Figure.1 
show two algorithms' recognition rate for the same data 
on adjusted values of neighbors k , where k  from 1 to 
10. 

We first edit testing set DATRTE(DBTRTE) by 
EFKNN and EFKNN based on the threshold. In the 
experiment, the threshold α  that we assign is 0.5 and 0.6. 
Then the edited testing set DATRTE(DBTRTE) was used 
to classify the testing set DATE(DBTE) by FKNN. Their 
respective retention rate and recognition results are 
shown in Table.3, Table.4. 

From the Figure.1, we see that the recognition rate of 
EFKNN based on the threshold is higher than EFKNN, 
where K  from 1 to 10. As the threshold value α  
increase, the requirement of edit is been advanced. If its 
class does not agree with majority class of its neighbors 

TABLE I.   
EXPERIMENT DATA 

 DA DB 

Samples 
number 

6000 16000 

Class 
number 

3 4 

Attribute 
number 

2 3 

Class C1 C2 C3 C1 C2 C3 C4 

Testing 
number 

DATE(3000) DATE(8000) 
1000 1000 1000 2000 2000 2000 2000

Training 
number 

DATR(3000) DATR(8000) 
1000 1000 1000 2000 2000 2000 2000
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Figure 1. the comparsion of three different method on two different dataset. 

and its size of membership value is not big enough, i.e., 
the degree of membership for the sample of the estimated 
class must big enough such as α , the sample will be 
deleted from the testing set. That is, those who remained 
absolutely belong to certain class. It is clearly that the 
improved method does eliminate a lot of boundary 
samples and unreliable samples. The experimental results 
show the proposed method outperforms the original 
methods with respect to each K . 

V.  CONCLUSION 

In this paper, we have presented an algorithm based on 
the view that the threshold value is used to control the size 
of the maximum membership value in EFKNN, i.e., the 
maximum membership should be big enough. Through the 
use of threshold value some unreliable samples literally 
taken out from the training set. As seen from the 
experiment, the method based on the threshold value is 
really more reasonable and suitable. 
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TABLE III.   
THE REMAINING RATE AND RECOGNITION RATE IN PROPOSED METHOD 

the retention rate 
  k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10

DA 1α  1287 1287 1299 1306 1315 1318 1321 1325 1327 1327

2α  1287 1261 1278 1281 1283 1290 1292 1295 1293 1296

DB 1α  3397 3397 3464 3486 3496 3502 3506 3516 3512 3511

2α  3397 3239 3356 3368 3372 3380 3373 3379 3379 3387
the recognition rate 

  k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10

1α  
DA 2675 2675 2697 2702 2703 2706 2704 2705 2705 2710
DB 6988 6988 7049 7049 7054 7072 7088 7096 7111 7106

2α  
DA 2675 2684 2701 2705 2705 2706 2710 2707 2712 2713
DB 6988 7002 7047 7066 7065 7086 7091 7092 7105 7116

 

TABLE II.   
TWO SUBSET:REFERENCE SET AND TESTING SET 

class  1C  2C 3C  1C 2C  3C  4C
Training 
number DATR(3000) 1000 1000 1000 DATR(8000) 2000 2000 2000 2000

Training 
number 

DATRRE(1500) 500 500 500 DBTRRE(4000) 1000 1000 1000 1000
DATRTE(1500) 500 500 500 DBTRTE(4000) 1000 1000 1000 1000

TABLE IV.   
THE REMAINING RATE AND RECOGNITION RATE IN ORIGINAL METHOD 

the retention rate
 K=1 K=2 K=3 K=4 K=5 K=6 K=7 K=8 K=9 K=10 

DA 1287 1287 1300 1311 1320 1322 1323 1327 1333 1334 
DB 3397 3397 3475 3507 3516 3530 3533 3551 3546 3551 

the recognition rate 
DA 2675 2675 2690 2699 2704 2704 2704 2704 2700 2700 
DB 6988 6988 7047 7044 7054 7065 7084 7091 7104 7104 
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