A Parameters Optimization Method of ν-Support Vector Machine and Its Application in Speech Recognition
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Abstract—An important factor that influences the performance of support vector machine is how to select its parameters. In traditional C-support vector machine, it is difficult to select penalty parameter C and kernel parameters, inappropriate choice of those values may cause deterioration of its performance and increase algorithm complexity. In order to solve those problems, in this paper, selected ν-support vector machine as the research object, proposed an optimal parameters search method for the Gaussian kernel ν-support vector machine based on improved particle swarm optimization, constructed a non-specific person and isolated words speech recognition system based on ν-support vector machine using the optimized parameters firstly. Experiments show that this new ν-support vector machine method achieves better speech recognition correct rates than traditional C-support vector machine in different signal to noise ratios and different words, this new improved method of optimizing ν-SVM parameters is very efficient and has shorter convergence time, and makes ν-support vector machine have better Performance in speech recognition system.

Index Terms—ν-support vector machine, particle swarm optimization, Gaussian kernel parameter, speech recognition

I. INTRODUCTION

Support vector machine (SVM) algorithm is a special machine learning method for studying the finite-sample prediction. It uses structural risk minimization criterion to replace empirical risk minimization criterion, and by introducing the kernel function, the contradiction between complexity and generalization ability in pattern recognition is solved better [1] [2]. Speech recognition system is essentially a multiclass classification system, so SVM is a new way of solving the problem of classification in speech recognition.

Parameter selection in SVM algorithm directly affects the performance of the machine learning. At present, the research hotspot is in standard support vector machine (C-SVM), but its penalty parameter C and kernel parameters are hard to choose and still without a fixed better method. ν-support vector machine (ν-SVM) is a deformation of SVM algorithm, it uses another parameter ν instead of the parameter C. Parameter ν has some meaning in values and its value range is between 0 and 1, so its choice is relatively easier[3]. In this paper, parameter ν was further optimized by using an improved particle swarm optimization (PSO) and applied in a non-specific person and isolated words speech recognition system. Experiments also were conducted in different words and different signal to noise ratio (SNR), results show that this new ν-SVM method is effective and feasible, and achieves the better recognition rates than traditional C-SVM.

II. ν-SVM ALGORITHM PRINCIPLE

Let $T$ be a training sample set, $T = \{(x_1, y_1), (x_2, y_2), \cdots, (x_l, y_l)\} \in (X \times Y)^l$, where, $l$ is sample numbers, $x_i$ is input data, $x_i \in X = R^n$, $y_i$ is output data, $y_i \in Y = (-1,1), i = 1, \cdots, l$.

When the ν-SVM introduces an appropriate kernel function $K(x_i, x)$, the original issue is as follows [4]:

$$\begin{aligned}
\min_{w,b,\nu,\xi} & \frac{1}{2} ||w||^2 - \nu \rho + \frac{1}{l} \sum_{i=1}^{l} \xi_i \\
\text{s.t.} & \ y_i(w \phi(x_i) + b) \geq \nu - \xi_i, i = 1, \cdots, l \\
& \xi_i \geq 0, i = 1, \cdots, l \\
& \rho \geq 0
\end{aligned}$$

(1)

Here, $\nu \in (0,1]$ is need to pre-selected parameter. The dual problem above is:
By solving the above dual problem, we get an optimal solution $\alpha^* = (\alpha_1^*, \alpha_2^*, \cdots, \alpha_l^*)^T$. Choosing a component of $\alpha^*$, $\alpha_j^* \in \{\alpha_i^* \mid \alpha_i^* \in (0, 1/l), y_i = 1\}$ and $\alpha_j^* \in \{\alpha_i^* \mid \alpha_i^* \in (0, 1/l), y_i = -1\}$, we can calculate the original problem solution of (1) (that is, $(w^*, b^*)$) about $(w, b)$:

$$w^* = \sum_{j=1}^{l} \alpha_j^* y_j \varphi(x_i)$$  \hspace{1cm} (3)$$

$$b^* = \frac{1}{2} \sum_{j=1}^{l} y_j \alpha_j^* (K(x_i, x_j) + K(x_i, x_j))$$  \hspace{1cm} (4)$$

Correspondingly, the decision function is:

$$f(x) = \text{sgn}(g(x)) = \text{sgn}((w^* \cdot \varphi(x)) + b^*)$$  \hspace{1cm} (5)$$

$$g(x) = \sum_{i=1}^{l} \alpha_i^* y_i K(x_i, x) + b^*$$

Significance of parameter $v$ in $\nu$-SVM involves the concept of “support vector” and “error interval training points”.

Set $\alpha^*$ is the dual problem solution of (2), corresponding, the original issue solution of (1) is $(w^*, b^*, \rho^*, \xi^*) = (\cdot, \cdot, \cdot, \cdot)$. The training point $(x_i, y_i)$ is referred to as the error interval training point, if the $g(x)$ determined by (5) meet the following formula:

$$y_i g(x_i) = y_i \left( \sum_{j=1}^{l} \alpha_j^* y_j K(x_i, x_j) + b^* \right) < \rho^*$$  \hspace{1cm} (6)

Error interval sample point has a clear geometric meaning. In fact, error interval is considered here for a hyperplane $w^* \varphi(x) + b = \rho^*$, $w^* \varphi(x) + b = -\rho^*$, So-called interval error sample points are the points in two hyperplanes, or are classed incorrectly by (6). That is, the black spots in Figure 1.

The following theorem gives the meaning of $\nu$:

**Theorem 1** [5]: If $\rho^*>0$ for $\nu$-SVM algorithm, then

1. If the number of error interval training points is $p$, then $\nu \geq p/l$, that is, $\nu$ is the upper bound of the ratio of the error interval training points to the total training points;

2. If the number of support vector is $q$, then $\nu \leq q/l$, that is, $\nu$ is lower bound of the ratio of the support vectors to the total training points.

In addition, under certain conditions, we can also prove that $\nu$ is asymptotically to the ratio of support Vectors to training points with the probability of 1, when the training number $l$ tends to infinity. Theorem 1 and the above conclusions may provide some basis for the selection of $\nu$ value. So it can be seen that parameter $\nu$ is easier to select than parameter $C$.

### III. Gaussian Kernel V-SVM

Learning performance of SVM has associated directly with the kernel function and its parameter selection, appropriate choice of SVM model may get better classification and generalization ability. Studies [6] have shown that Gaussian kernel function has good performance and stronger learning ability, so it is used in this paper. Gaussian kernel function expression is as follows [7][8]:

$$K(x_i, x_j) = \exp\left(-\frac{|x_i - x_j|^2}{\gamma}\right)$$  \hspace{1cm} (7)$$

Correspondingly, optimal problem of (2) is converted the minimization problem as follows:

$$\min_{\alpha} \frac{1}{l} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_i \alpha_j y_i y_j \exp\left[-\frac{|x_i - x_j|^2}{\gamma}\right]$$  \hspace{1cm} (8)$$

$$s.t. \sum_{j=1}^{l} y_j \alpha_j = 0$$

$$0 \leq \alpha_i \leq \frac{1}{l}, i = 1, \cdots, l$$

$$\sum_{i=1}^{l} \alpha_i \geq \nu$$

The minimum value of (8) depends on the selection of Parameter group $(\nu, \gamma)$. Parameter $\nu$ is the upper and lower bounds of the ratio of the error interval training points or support vectors to the total training points.
Kernel parameter $g$ mainly affects the distribution complexity of the data in high dimensional feature space. However, specific learning objects are often different, the characteristic difference is larger and there is no fixed rule, so parameters selection is not yet formed unified model. In this paper, an improved PSO method to optimize parameters $v$ and $g$ for the Gaussian kernel $\nu$-SVM is proposed.

IV. A $\nu$-SVM PARAMETERS OPTIMIZATION METHOD BASED ON AN IMPROVED PSO ALGORITHM

A. Basic Principles of PSO

The idea of PSO algorithm comes of bird swarm behavior of preying on food and searches for the optimal value (food) by cooperation of birds. These birds are called “particle”. Each solution of optimization problem is a particle of search space. Each particle has a fitness value that is determined by optimization function. Fitness value is an evaluation standard of particle. Each particle has a speed to determine their direction and distance of fly. All particles are initialized as a swarm of random particles (random solutions) and then obtain the optimal solution through iterations. Each particle updates its speed and location by tracking two extreme values in each iteration. One is called personal extreme value, which is the optimal solution that particle finds itself at present. The other is called global extreme value which is the optimal solution that all particles find at present. Practical algorithm is described as follows [9]:

Suppose the solution space of optimization problem is of $D$ dimensions, the number of particles is $N$, set the location of $i$th particle is $X_i = (x_i(1), x_i(2), \ldots, x_i(D))$, the personal extreme value and fly speed of this particle are $P_i = (p_i(1), p_i(2), \ldots, p_i(D))$ and $V_i = (v_i(1), v_i(2), \ldots, v_i(D))$ separately. The global extreme value of particle swarm is $P_g = (p_g(1), p_g(2), \ldots, p_g(D))$. Particles fly according to the following two formulas to update their own speed and location [10].

\[
\begin{align*}
v_{id}(t + 1) & = w \times v_{id}(t) + c_1 \times \text{rand}_1() \times (p_{id}(t) - x_{id}(t)) \\
& \quad + c_2 \times \text{rand}_2() \times (p_{gd}(t) - x_{id}(t)) \\
\end{align*}
\]

(9)

\[
\begin{align*}
x_{id}(t + 1) & = x_{id}(t) + v_{id}(t + 1) \\
1 \leq i \leq N, 1 \leq d \leq D
\end{align*}
\]

(10)

In (9) and (10), $v_{id}$ and $x_{id}$ are the $d$th dimension speed component and location component of $i$th particle. $c_1$ and $c_2$ are acceleration coefficients and they present the weights of statistical acceleration items in approaching to $P_i$ and $P_g$ of a particle. $w$ is inertia weight coefficient and it makes particles keep flying inertia and extend search space. In (9), the first part is used to insure the global convergent performance of algorithm, the second and third parts make algorithm have local exploration ability. $\text{rand}()$ is a random datum between 0 and 1. The $d$th dimension component of location changes in the range of $[x_{id, min}, x_{id, max}]$ and the maximal speed is $v_{max}$. In the process of iteration, if $x_{id}$ goes beyond its change range or $v_{id}$ is bigger than $v_{max}$, replace its value by the boundary value. If $v_{max}$ is too big, particles are likely to fly over the optimal solution. But if it is too small, particles are likely to get in local range and can not do enough searches.

B. Improved PSO Algorithm

Introduction of inertia coefficient $w$ make the probability of getting global optimal value increase enormously in less iterations. Choosing rational $w$ value may keep the balance between global search and local exploration and reduce algebra which needs iteration when get the optimal solution. Larger $w$ has better global convergence capacity, while smaller $w$ has stronger local convergence ability. Thus, with the increase of the number of iterations, inertia weight should be decreased. In order to may make Particle swarm optimization algorithm has stronger global convergence capability in the early, and has stronger local convergence capability in the late. In general, recommended range of $w$ is between 0 and 1.4. Experimental results proved that convergence rate of algorithm is faster when $w$ takes $[0.8, 1.2]$, but when $w>1.2$, algorithms are more into local extreme value.

Suppose initial speed of particle $j$ is non-zero, when $c_1 = c_2 = 0$ and $w > 0$, particles will accelerate up to $v_{max}$ when $w < 0$, particle will slow down until 0.

According to the above Analysis, in the paper, in iterations, we let $w$ go along the equation (11) as follows:

\[
w = (w_{max} - w_{min}) \times s(s-1)/s + w_{min}
\]

(11)

Where, $i$ is $i$th particle, $s$ is the largest Scale of particle swarm, $w_{min} = 0.8$, $w_{max} = 1.2$.

Equation (11) is a linear decreasing function, $w$ going along it in iterations, is helpful to find better optimal seeds. In anaphase, $w$ decreasing trend quicken, once find appropriate seeds in prophase, may make the convergent speed of algorithm fast.

C. Process of $\nu$-SVM Parameters Optimization Using Improved PSO Algorithm

Figure 2 is the process of improved particle swarm algorithm optimizing the Parameters of $\nu$-SVM. The specific algorithm is described as follows [11][12]:

Input vectors are speech feature data set and output vectors are optimal $v$ and $g$.

Step 1: Initialize a particle swarm, set the relevant parameters. Initialize the initial position and velocity of each particle, and which usually are generated randomly within a range;

Step 2: Initialize SVM parameters;

Step 3: calculate initial fitness of each particle according to the fitness function;

Step 4: Look for personal extreme values and personal extreme points, global extreme values and global extreme points after initialization;

Step 5: calculate fitness of each particle according to the fitness function;

Step 6: For each particle, compare its current fitness with the fitness of its optimal location gone through, if it
is better, its optimal location is updated to the current position, otherwise, do not update;

Step 7: For each particle, compare its current fitness with the fitness of the optimal location experienced of entire population, if it is better, the optimal location of entire population is updated to the current position, otherwise, do not update;

Step 8: update the speed and location of each particle according to the (9) and (10);

Step 9: Check whether the termination conditions of the algorithm are met. If reached, stop iteration, output optimal solution \( v \) and \( g \), otherwise, return to Step 5, and continue to the next cycle.

V. EXPERIMENTAL RESULTS AND ANALYSIS

A. Speech Recognition System

Speech recognition system includes three main parts: pre-process, feature extraction and training recognition network. The pre-process includes pre-emphasis, window-adding and packetization and so on. A filter whose transfer function is \( H(z) = 1 - \alpha z^{-1} \) (0.9<\( \alpha \)<1.0) is used to realize pre-emphasis; and hamming window is used to realize window-adding and packetization. After pre-process, extract feature parameters of speech signal. At last, obtain recognition results by SVM classifier.

In this paper, speech feature we used is improved Mel-Frequency Cepstral Coefficient (MFCC) parameters. The process of traditional MFCC feature extraction is as follows [13]. First, do pre-process, window-adding and packetization to speech signal; second, obtain the spectrum by Discrete Fourier Transform (DFT); then input speech energy spectrum into a bank of filters that are distributed equably in frequency, and obtain output of the filters. At last, compute logarithm of the output gotten in last step and do Discrete Cosine Transform (DCT). The value we gotten here is MFCC parameters. The improved MFCC parameters we used in this paper are using Bark Wavelet Transform instead of DCT [14], and MFCC parameters are transformed into Mel-frequency Discrete Wavelet Cepstral Coefficients (MFDWCs). MFDWCs can accord with auditory characteristics better and is better for SNR. Figure 3 is the process of improved MFCC parameters extraction.

B. Multi-class Classification Algorithm

SVM itself is a classification method of two classes. For non-specific person and middle glossary quantity speech recognition system, it needs to classify N words, and this is a multi-class classification problem. The transformation from multi-class classification to two types is involved. This paper uses the “one-against-one” approach [15] in which \( P=\frac{k(k-1)}{2} \) binary classifiers are constructed and each one trains data from two different classes to realize \( k \) classes multi-class classification SVM. In classification, a voting strategy is used: each binary classification is considered to be a voting where votes can be cast for all data points, in the end point is designated to be in a class with maximum number of votes.

C. Experimental Results and Analysis

In the experiments, a speech recognition system using \( v \)-SVM of optimal parameters is constructed in order to validate the validity of this algorithm. The input of this system is MFDWCs speech feature. The \( v \)-SVM we used is LIBSVM [16] which is open source software. Speech samples are isolated words and the sampling frequency of speech signal is 11.025 kHz. The length of frame is 256 points and the frame-stepping is 128 points. The vocabulary is 10 words, 20 words, 30 words, 40 words and 50 words separately. The training samples are pronunciations of 9 persons in 15 dB, 20dB, 25dB, 30dB and clean environment. Each person pronounces each word three times. Therefore, the categories of entire speech data set under different SNR are 10, 20, 30, 40 and 50, and corresponding training samples are 270, 540, 810, 1080, and 1350 respectively. The testing samples are pronunciations of other 7 persons in the same SNR and words; each person pronounces each word three times, so there are 210, 420, 630, 840 and 1050 testing samples respectively.

In the Experiments, the fitness function we used is the LIBSVM Toolbox function. Fitness value is equal to the
recognition of speech recognition. Maximum number of iterations of Particle Swarm Optimization algorithm is 15, the population size is 10.

In different SNRs and different words, table I gives the comparison of speech recognition results (correct rates) using $\nu$-SVM of the optimal parameters values based on improved PSO with the results using C-SVM in the same condition. Figure 4 are the comparison curves of recognition rates of $\nu$-SVM with C-SVM from 10 to 50 words corresponding with the table I. Table II shows the comparison of error classification sample numbers corresponding with the table I. it explains the significance of speech recognition rates increase in table I. Table III gives the comparison of convergence time of above $\nu$-SVM and C-SVM algorithms.

### TABLE I.

**Comparison of Speech Recognition Rate (%)**

<table>
<thead>
<tr>
<th>Words</th>
<th>Methods</th>
<th>SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>15dB</td>
</tr>
<tr>
<td>10</td>
<td>C-SVM</td>
<td>93.3333</td>
</tr>
<tr>
<td></td>
<td>$\nu$-SVM</td>
<td>93.3333</td>
</tr>
<tr>
<td>20</td>
<td>C-SVM</td>
<td>94.5238</td>
</tr>
<tr>
<td></td>
<td>$\nu$-SVM</td>
<td>95.7143</td>
</tr>
<tr>
<td>30</td>
<td>C-SVM</td>
<td>94.7619</td>
</tr>
<tr>
<td></td>
<td>$\nu$-SVM</td>
<td>95.7143</td>
</tr>
<tr>
<td>40</td>
<td>C-SVM</td>
<td>95.1190</td>
</tr>
<tr>
<td></td>
<td>$\nu$-SVM</td>
<td>95.1190</td>
</tr>
<tr>
<td>50</td>
<td>C-SVM</td>
<td>94.5714</td>
</tr>
<tr>
<td></td>
<td>$\nu$-SVM</td>
<td>95.1429</td>
</tr>
</tbody>
</table>
Figure 4. Comparison curves of recognition rates of v-SVM with C-SVM from 10 to 50 words

<table>
<thead>
<tr>
<th>Words</th>
<th>Total number of testing samples</th>
<th>Methods</th>
<th>Error classification samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>15dB</td>
</tr>
<tr>
<td>10</td>
<td>210</td>
<td>C-SVM</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>v-SVM</td>
<td>14</td>
</tr>
<tr>
<td>20</td>
<td>420</td>
<td>C-SVM</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>v-SVM</td>
<td>18</td>
</tr>
<tr>
<td>30</td>
<td>630</td>
<td>C-SVM</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>v-SVM</td>
<td>27</td>
</tr>
<tr>
<td>40</td>
<td>840</td>
<td>C-SVM</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>v-SVM</td>
<td>41</td>
</tr>
<tr>
<td>50</td>
<td>1050</td>
<td>C-SVM</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>v-SVM</td>
<td>51</td>
</tr>
</tbody>
</table>

From table I, figure 4 and table II, it is seen that improved PSO algorithm can efficiently search a set of values (v, g), compared with C-SVM algorithm in the same condition, the method proposed this paper can improve the speech recognition accuracy obviously, it reduces the error classification sample numbers (that is, the number of error interval training point) in different degrees, the average recognition rate increase about 1.6%. So this method improves the performance of support vector machine and has certain practicability.

From table III, we can see that convergence rates of v-SVM algorithm based on improved PSO are faster than those of C-SVM, and the larger the words, the faster
the convergence rate. So the method proposed this paper is a better optimizing parameters way.

VI. CONCLUSION

This paper selected v-SVM as a research object, avoided a question which the C value of the standard C-SVM is difficult to choose, used improved Particle Swarm algorithm to optimize v-SVM parameters and applied to a speech recognition system. Experimental results demonstrate that this method is feasible and can improve speech recognition rates and convergence rates in different SNRs and different words, it has real significance and practicability. But this method is still some shortcomings, the increase of recognition rates under some conditions (Such as 10 words, 15dB; 20 words, 20dB Etc.) is not very clear and the time of searching for optimal parameters is a little longer and it is need to be improved further.
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