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Abstract—Hardware/software (HW/SW) partitioning and task scheduling are the crucial steps of HW/SW co-design. It is very difficult to achieve the optimal solution as both scheduling and partitioning are combinatorial optimization problems. In this paper a heuristic solution is proposed for scheduling and partitioning on multi-processor system on chips (MPSoC). In order to minimize the overall execution time, the proposed algorithm assigns different priorities to different tasks according to their out-degree and the software execution time. Task with higher out-degree possesses higher priority. For the tasks with the same out-degree, the higher the software execution time, the higher the priority. The proposed algorithm initially searches for the critical path in the task graph, and then assigns the task with the highest benefit-to-area ratio to hardware implementation. The critical path and the available hardware area are updated during the iteration. The whole calculation process works until the available hardware area is not enough to implement a software task lying in the critical path. As a result, the hardware area is utilized as many as possible. Simulation results show that, the proposed algorithm can reduce the overall execution time up to by 38% in comparison to the latest work.

Index Terms—Hardware/software partitioning, task scheduling, algorithm, MPSoC

I. INTRODUCTION

With the rapid development of integrated circuit manufacturing technology, embedded systems are widely used in a variety of complex applications. How to shorten the product-to-market cycle and accelerate development efficiency has become a major concern in the field of embedded system design. HW/SW co-design remedies many shortcomings of traditional design methods and becomes a kind of mainstream technology of embedded systems development. HW/SW partitioning is a key step of HW/SW co-design and it plays a crucial role in improving the system performance [1]. A large number of contributions in research show that efficient techniques for HW/SW partitioning can achieve results superior to software-only solution.

Multi-processor-system-on-chip (MPSoC) reflects the major trends of today's architecture development. It represents a stronger computing power and higher integration, while the scheduling on such systems has become the main factor of the system performance [2].

The task scheduling on multiprocessor and HW/SW partitioning are classic combinatorial optimization problem. It has been shown that they are NP-hard problems [3]. In recent years, many researchers are committed to research how to improve the performance for MPSoC. Due to many indicators of system performance evaluation and many indexes with a relationship of mutual restraint, it is impossible to get a full sense of the optimal solution [4]. Thus only one metric can be minimized while other metrics merely satisfy the constraints. Most researchers concerned on execution time and how to shorten the execution time has turned into research of many scholars [5]. Most of these works tackle the scheduling and partitioning problems together [6, 7, 8, 9], while others focus purely on the partitioning problem.

The present studies in HW/SW partitioning usually formalize a partitioning problem as a graph bipartitioning problem to find a global optimum which results in a scalable algorithm for general-purpose systems. Traditional approaches for hardware/software partitioning include hardware-oriented and software-oriented approaches. Hardware-oriented approach starts with a complete hardware solution and iteratively moves parts of the system to the software as long as the performance constraints are fulfilled. While software-oriented approach starts with a software program moving pieces to hardware to improve speed until the time constraint is satisfied [10].

Earlier works in constraint-driven HW/SW partitioning mainly take into account the hardware cost and performance constraints, while recent works have focused more on the problem of HW/SW partitioning for low-power systems. The work in [11] models HW/SW partitioning as an optimization problem with the objective of minimizing power consumption under the hardware...
area constraints and execution time. It has been reported that HW/SW partitioning can reduce energy consumption by up to 99% [12, 13, 14]. A methodology targeting low-power warp processor that leverages voltage and frequency scaling to dynamically and substantially reduce power consumption without any performance degradation is presented in [15, 16].

Heuristic algorithms have often been used to solve the partitioning models, as exact algorithms become intractable when the problem size is large [17]. The work in [18] used ILP and genetic search for HW/SW partitioning. The authors asserted that the capability of ILP is a deterministic approach only for small problems, while genetic search is more favorable for large-scale problems.

Other reported approaches for HW/SW partitioning include dynamic programming algorithm [19], integer linear programming [20], branch and bound [21], greedy algorithm [22], simulated annealing [12, 23, 24], tabu search [10, 23] and genetic search [25, 26]. These methods are only for smaller partition problem. The work in [23] compared HW/SW partitioning algorithms based on genetic search, simulated annealing and tabu search, and concluded that the tabu search approach outperforms its counterparts.

For task scheduling on multiprocessor, a heuristic strategy based technique is used to explore the search space in order to get the feasible near optimal solution [11]. Although not always being able to get the optimal solution by the heuristic strategy, a near-optimal solution can be found within acceptable time.

In Ref. [27], area efficiency is the major consideration in the hardware/software partitioning process. The HW/SW partitioning was modeled as an optimization problem to minimize the area occupied by hardware under two given constraints in power consumption and execution time. The heuristic algorithm was proposed by extending an efficient idea for 0-1 knapsack problem.

In Ref. [28], the power consumption was considered as the key element. This problem was modeled as an optimization problem to minimize power consumption under two given constraints: area penalty and execution time. An efficient algorithm was proposed by extending 0-1 knapsack problem similarly.

A few algorithms below all considered the execution time as the major factor. In Ref. [29], the computing model was extended, in which communication penalties between neighboring components were considered. A heuristic algorithm for path-based HW/SW partitioning was proposed and an efficient algorithm based on tabu search was used to refine the heuristic solutions to the nearly optimal ones. In Ref. [10], the HW/SW partitioning problem was reduced to a variation of knapsack problem that was approximately solved by searching 1D solution space to reduce time complexity. In Ref. [11], a heuristic strategy was adopted to move the task with the highest benefit-to-area ratio to hardware for implementation. Then the tabu search was used to optimize the solution obtained by the heuristic algorithm. In Ref. [30], an efficient algorithm was proposed to make a fast partitioning for the solution obtained by scheduling. The certain tasks on the same processor which had the longest execution time were moved to hardware for implementation on the condition that the hardware area was enough. Otherwise, the partitioning failed.

Most of the previously reported work can work perfectly within their own co-design environments. However, due to the lack of benchmarks and the large differences in co-design environments, it is not possible to compare the results obtained.

This paper presents a solution for task scheduling on multi-processor and HW/SW partitioning problems. A priority mechanism has been proposed based on the existing scheduling algorithm which is level by level. According to their out-degree and software execution time to determine their priorities of different tasks in order to ensure the task with higher out-degree or greater software computation time can be given a higher priority to be scheduled. The core task can be implemented predictably by the proposed scheduling algorithm to reduce unnecessary waiting time. In addition, the original HW/SW partitioning algorithm is also improved. It proposes the concept benefit-to-area ratio and moves the task with the highest benefit-to-area ratio to be implemented on hardware instead of software. Update the available hardware area and the critical path during each of the iteration. It works until there is not enough hardware area meeting the requirement of a software task any more. The proposed HW/SW partitioning algorithm is more universal and can fully utilize the hardware resources to improve system efficiency.

This paper is organized as follows. In Section 2, some statements and task graph model are introduced. As for Section 3, we describe the proposed algorithms. In Section 4, we show some experimental results and the analysis. Then we conclude this paper in Section 5.

II. TASK GRAPH AND RELATED STATEMENTS

The task graph is given as a Data Flow Graph (DFG), denoted as \( G(V, E, SW, HW, C, A) \), which is a Directed Acyclic Graph (DAG) in general.

- \( V \): the set of nodes and each node represents one task;
- \( E \): the set of edges which denote the dependence relationship between two nodes;
- \( SW \): the software execution time of the task node;
- \( HW \): the hardware execution time of the task node;
- \( C \): the communication costs between two tasks corresponding to the two vertex of one directed edges;
- \( A \): the hardware area required by the nodes implemented on hardware;

The following example shows a task graph, where \( V = \{ T_1, T_2, T_3, T_4 \} \), \( E = \{< T_3, T_2 >, < T_1, T_2 >, < T_2, T_3 >, < T_5, T_6 > \} \). Take the node \( T_1 \) for instance, \( SW(T_1) = 70, HW(T_1) = 18 \), \( A(T_1) = 9 \) and \( C < T_3, T_2 > = 44 \).
The task scheduling is actually a mapping process of all tasks to \( p \) processors. That is to say, divide the set \( V \) of task nodes to \( p \) subsets \( V_i \) (\( 1 \leq i \leq p \) ). The tasks in each subset \( V_i \) are assigned to the same processor \( P_i \). If the two nodes with dependency are assigned to the same processor, the communication cost between them is free.

The formal description of the scheduling process is as follows.

Scheduling priority is assigned according to the following rules:

a. The smaller the level of the node, the higher the priority;
b. The greater the out-degree, the higher the priority;
c. The greater the software cost, the greater the priority.

If all the parent nodes of the current node are scheduled and executed, the current node is ready.

The task graph after scheduling is denoted as \( G_s = (V_s, E_s, T_s, C_s, A) \), where \( V_s \) is the set of task nodes, which consists of \( p \) subsets called \( V_i \), and subjects to the constraints of (1).

\[
V_i = \bigcup_{i=1}^{p} V_i = V
\]

(1)

\( T_s \) is denoted as (2), which represents the actual execution time of each task.

\[
\forall v \in V_s, \quad T_s(v) = SW(v)
\]

(2)

\( C_s(u,v) \), which is described as (3), denotes the actual communication time between two tasks.

\[
\forall u,v \in E_s, u \in V_i, v \in V_j, (i, j \in [1, ..., p]), \quad C_s(u,v) = \begin{cases} 0, & i = j \\ C(u,v), & i \neq j \end{cases}
\]

(3)

The goal of the task scheduling is to make the \( \max(\text{Len}(P(V_i))) \) as small as possible, where \( P(V_i) \) is the sequence of the tasks on the processor \( P_i \).

Benefit-to-Area ratio [15] is calculated by (4).

\[
\text{Benefit-to-Area Ratio: } \text{BAR} = \frac{SW - HW}{\text{area}}
\]

(4)

Critical path is the scheduling sequence of tasks on the processor with the longest scheduling length, namely \( \text{Len}(P(V_i)) = \max(\text{Len}(P(V_i))) \).

The HW/SW partitioning is to make a division of all the subsets of nodes as well. The task with the max BAR in the critical path \( V_i \) will be moved to hardware implementation iteratively. By these steps, the computation time of tasks will be reduced greatly, so that the overall execution will be minimized. After HW/SW partitioning, the task graph is represented as \( G_{sp} = (V_{sp}, E_{sp}, T_{sp}, C_{sp}, A) \). \( V_{sp} \) is the set of task nodes, which contains \( p+1 \) subsets, denoted as (5), where \( V_h \) is the set of the tasks of hardware implementation, which is derived from the set \( V_i \).

\[
V_{sp} = \bigcup_{i=1}^{p} V_i \bigcup V_h
\]

(5)

\( T_{sp} \) is the time of each task after HW/SW partitioning, which is described as (6).

\[
\forall v \in V_{sp}, \quad \begin{cases} T_{sp}(v) = HW(v), & (v \in V_h) \\ T_{sp}(v) = SW(v) & (v \in V_i, 1 \leq i \leq p) \end{cases}
\]

(6)

For \( C_{sp} \), it is the same as \( C_s \) and represented as (7).

\[
\forall u,v \in E_{sp}, u \in V_i, v \in V_j, (i, j \in [1, ..., p]) \cup \{h\}, \quad C_{sp}(u,v) = \begin{cases} 0, & i = j \\ C(u,v), & i \neq j \end{cases}
\]

(7)

III. ALGORITHMS FOR SCHEDULING AND PARTITIONING

Reducing the overall execution time as much as possible is the common goal for task scheduling and HW/SW partitioning. In order to solve these hard problems, this paper proposed a solution, which consisted of two parts: one is task scheduling on multi-processor, which determines the priority of each task according to the task’s layer number, out-degree and software execution time. The other is HW/SW partitioning, which moves the task with the highest benefit-to-area ratio in the critical path to be implemented on hardware during each of the iteration, and then update the critical path and the available hardware area, until the area does not meet the hardware requirement of a task in the critical path any longer.

A. Scheduling on Multi-processor

A-star algorithm is used in scheduling process and it contains two lists: Open and Closed. The cost functions are denoted as (8) (9) (10).

\[
g(\text{parent}) + \text{Communication is not free} + \text{current SW}, \quad \text{g(current)} = \begin{cases} g(\text{parent}) + \text{Communication is free} + \text{current SW} \\ g(\text{parent}) + \text{parent SW} \end{cases}
\]

(8)
\( g(s) \) represents the cost required from the start node to the node \( s \).

\[
h(\text{current}) = \max \{ h(\text{parent}) + C \} \quad (9)
\]

\( h(s) \) is the estimated cost required from the node \( s \) to the target node.

\[
f(\text{current}) = g(\text{current}) + h(\text{current}) \quad (10)
\]

\( f(s) \) denotes the cost function value of the node \( s \). The scheduling process consists of four steps.

Firstly, initialize the Open and Closed list. There is only the start node in the Open list. The Closed list is empty. The Open list stores ready nodes in descending order of priority.

Secondly, the first node in the Open list is the current node. Calculate the cost function of the current node and assign the task to the processor, which the value of the cost function is the smallest when the task is assumed to be assigned to.

Thirdly, determine whether all its child nodes are ready when the current node has been executed. At last, if the child node is ready, insert it into the Open list in the corresponding position; otherwise do nothing. Put the scheduled node into Closed and one time of iteration is over.

Repeat the steps above, until all nodes is scheduled. The formal description of the scheduling algorithm is as follows.

**Input:** The task graph and the number of processors;

**Output:** The scheduling sequence and the scheduling length;

**Algorithm Scheduling ;**

begin
    Initialize the lists Open and Closed ;
    while (Open is not empty) do
        current := Openfirst;
        for \( i := 0 \text{ to } p-1 \) do
            \( f(current) := g(current) + h(current); \) /* cost function */
        end for
        \( f(current) := \min \{ f(current) \}, i := 0 \text{ to } p-1; \)
        if (the children of current node are Ready) then
            update the Open;
        end if
        Transfer the scheduled node to Closed; Openfirst++;
    end while
end

Assuming the task graph contains \( N \) nodes, \( E \) directed edges, the system has \( p \) processors, the maximum out-degree and in-degree of task graphs are all constant \( k \). According to the pseudo-code, initiating the Open and Closed list takes \( O(1) \) time. The iteration of “while” will be repeated \( N \) times. During each time of the iteration, the function \( f, g \) and \( h \) are calculated once. The complexity of calculating \( f \) is \( O(1) \). For \( g \), the complexity is \( O(p \cdot (k \cdot N + p)) = O(p^2N) \). The value of function \( h \) can be computed by once task graph traversal, and the complexity is \( O(N) \). Therefore, the complexity of the scheduling algorithm is \( O(1)+O(N)+O(p^2N)+O(N) = O(p^2N) \).

### B. HW/SW Partitioning based on Critical Path

The HW/SW partitioning starts after scheduling. Assume the overall hardware area is \( A \). First of all, select the critical path, which is the sequence of tasks on a processor with maximum scheduling length. Secondly, move the task with the highest benefit-to-area ratio in the critical path to be implemented on hardware instead of software. At last, update the available hardware area and the length of the critical path. Repeat the steps above, until the available hardware area is not enough for a task lying on the critical path. The formal description of the partitioning algorithm is as follows.

**Input:** The scheduling sequence on different processors;

**Output:** The task sequence implemented by the hardware and the last scheduling length.

**Algorithm Partitioning ;**

begin
    while (the available hardware area is enough for limitation) do
        \( C := \) the critical path;
        \( \max := \) the task with the greatest benefit-to-area ratio;
        if (the available hardware area is satisfied) then
            Move the \( \max \) to hardware implementation;
            Update the hardware area and the length of the critical path;
            else
                Test the next task on the critical path with smaller benefit_to_area ratio;
            end if
        end while
end

### IV. EXPERIMENTAL RESULTS AND ANALYSIS

Experimental environment is set as follows: windows XP system, Intel Core2 CPU 2.20GHz, Memory 2GB, the software is VC++6.0, and the programming language is C. Set that there are three processors and the hardware area \( A \) are 40 and 60. Task graphs are generated randomly and still use the benchmark-RGBOS (Random Graphs with Branch-and-bound obtained Optimal Solutions), which is used in the comparison article [30] for testing. RGBOS is a set of randomly generated graphs, which contains three sub-sets with different Communication to Computation Ratio (CCR) 0.1, 1.0, 10.0. Each subset also contains 12 graphs and the number of nodes from 10 to 32 increased by 2 [31]. The software cost and the hardware area are generated randomly. The execution time of hardware (FPGA) equals one third to one fifth of the execution time of software (processor) [32]. Experimental data obtained the average of 20 experiments. The results are as follows.
Hardware area is 40 and the Communication to Computation Ratio (CCR) is 0.1.

As shown in figure 2, it is the result of the case of “A=40, CCR=0.1”. The smaller the value is, the better the quality of the algorithm is. It can be seen that the results are significantly better than the original one by optimizing the HW/SW partitioning algorithm, about 39.6% improvement. Especially when the number of nodes is 20, the improvement equals 47.1%.

Hardware area is 40 and the Communication to Computation Ratio (CCR) is 1.0.

As shown in figure 3, the improvement is about 34.9% through the optimization of the HW/SW partitioning algorithm. The improvement is the largest when the number of nodes is 18, and the corresponding rate is 40.4%. With the increase in the number of nodes, the existing partitioning strategy has been almost invalid, while the improved partitioning strategy can fully utilize hardware area to reduce the total execution time as much as possible.

Hardware area is 60 and the Communication to Computation Ratio (CCR) is 0.1.

From figure 5, the original partitioning algorithm becomes more effective on the case of “A=60, CCR=1.0”. By this token, the existing HW/SW partitioning algorithm only applies to that the hardware resource is of more abundant. The proposed algorithm works well, no matter the hardware size is small or large. The improvement is up to 45.4% over the existing algorithm on the graphs with 18 nodes.

As shown in figure 4, the improvement is more obvious through the optimization of the scheduling algorithm, compared with the two cases above. Especially when the number of nodes is 28, the improvement is about 9%. The total improvement can be up to 48.6%, when the number of nodes is 14. It has been shown that the existing HW/SW partitioning algorithm is totally ineffectual in the whole process.

Hardware area is 60 and the Communication to Computation Ratio (CCR) is 1.0.

Figure 6 shows the result of “A=60, CCR=1.0”. The result of the algorithm proposed here is better significantly for the improvement is nearly up to 37.2%. The improvement is the most satisfying in the node number 22, which the value is 42.4% approximately.
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