Improved HIS Model with Application to Edge Detection for Color Image
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Abstract—HIS color space is based on the visual features of our eyes, and uses tone, brightness, saturation to manifest the color. While conducting edge detection on color images, in order to get better effects and consistent with human visual perception, a novel HIS-like color space is defined and it is obtained in the process of the improving HIS color model. Edge detection has been made on image which based on HIS color space and the improved HIS color space through Matlab software, combined with Roberts, Prewitt or Sobel detection operator and the vector gradient operator. Experimental results show that the proposed method effectively improves the accuracy of edge detection.

Index Terms—Edge detection, Color image, HIS color space

I. INTRODUCTION

Edge is one of the most important and rudimental feature of an image. The goal of edge detection is to locate the pixels in the image that correspond to the edges of the objects seen in the image. Edge detection has played a great role in medical imaging, computer aided detection systems, biometrics, machine vision, scanning and handwriting analysis.

In the early years of digital image processing, a lot of methods were proposed for edge detection on images. In general, edge detection is considered a multi-stage process includes four different phases: conditioning, feature extracting, blending and scaling. It focuses on the feature extraction process. As to the feature extraction phase, most pioneering methods for edge detection are based on a convolution of the image with a given operator, typically implemented as a mask. The most famous ones are due to Sobel and Prewitt. Recently, some approaches based on wavelet-like filtering, cellular neural networks, principal component analysis, independent component analysis, fuzzy morphology have been explored [1-5].

However, Edge detection is related to distinct type of images includes binary images, grayscale images or color images which can be obtained from complex background. There is not a universal technique can be dealt with them. For instance, more recent wavelet-based methods are only applicable to grayscale images, as the traditional definition of wavelets is not efficient for binary data; in many situations, strong edges between colors become very weak in luminance and are difficult to detect.

The techniques used for color edge detection can be subdivided into two classes: the monochromatic-based techniques and vector-valued techniques. However, few research efforts have concentrated on the color-edge detection while most of works have been developed for edge detection in grayscale images. Color-edge detection is an important research task in the field of image processing. Therefore more and more researchers have begun to study the edge detection technology of color image including the following three types mainly. The first one is that the color image is converted to a grey-scale image, and then edge detection is implemented by the gradient operator or difference operator. It would lose partial edge information of color image during converting procedure. The second one is that edge detection is implemented by the gradient operator or difference operator to R, G or B channel of color image respectively, then the detection results of every channel are combined into the edges of color image. It may contain more false negatives in the textured regions. The third one is based on the quaternion and vector, such as the technologies about color difference and vector dot product, and so on. The third one is based on the integer-order differential operator and it relies heavily on the integer-order differential operator. Although the above three type methods can detect the edge of color image, they still have some shortcomings [6-8].

Most common implementations still concern the early, simple methods except for some very specific situations. Consequently, simplicity has been one of our aims when considering the original uses in the improved HIS color space.

Multi-colored model is also known as color space or color model, an effective approach for abstract representation and color description. The theory of color space is the rationale basic of processing of color image. Therefore, it is of great importance to choose suitable color space before analyzing the color image. Moreover, there is various color spaces with different effects respectively can be used to describe color. The most basic color model is the RGB color models, namely, the
red-green-blue color space, while all other color models derive from the transformation of linear or nonlinear. One of the more common color spaces is the HIS, namely, the color-brightness-saturation model. Compared with RGB model, the greatest advantage of HIS model is that it is more suitable for human to describe and explain colors, and the most major characteristic of the HIS space model is that the correlation of the three components \( H, I, S \) is very small [9]. \( H \) refers to tone, is the essential difference and features diverse about various specific color; \( I \) represents lightness, is a property reflecting the brightness of the color in colored images or means the grayscale in color reduction images; \( S \) stands for saturation or purity, is the number of the colorful ingredients in colored images. With regard to lightness, it is incapable to measure, but represents the intensity concept. However, the tone and the saturation are the key parameters to determine the color information. Besides, there is YUV color model, the advantage lies in the mutual independence between brightness signal (Y) and the chrominance signals (U, V) [10]; YCbCr color model, Y means lightness, \( Cb \) represents blue color shading, \( Cr \) refers to the red color shading [11]; m1m2m3 color model, is a kind of color rate and color space introduced by givers to identify the object by histogram [12].

As the correlation between the three components \( R, G, B \) is quite strong, sometimes the effect of edge detection by applying the three weights is not idealistic. So, in order to reduce the action of relevance factors between the three components and to make the selected color space more suitable for our human eyes to observe and to meet the need for certain application, we should transform the RGB image into the HIS space [13]. The feasible formula for the transformation of RGB model into the HIS model is as follow [13]:

\[
H = \begin{cases} \alpha, & B \leq G \\ 2\pi - \alpha, & B > G. \end{cases} \tag{1}
\]

\[
I = \frac{R + G + H}{3} \tag{2}
\]

\[
S = 1 - \frac{3}{R + G + B} \min(R, G, B) \tag{3}
\]

Of which,

\[
\alpha = \arccos \left( \frac{(R - G) + (R - B)}{2[(R - G)^2 + (R - B)(G - B)]^{1/2}} \right) \tag{4}
\]

The relationship between luminance component \( I \) and \( R, G, B \) is linear, while the color component \( H \) and the saturation component \( S \) originate from the non-linear transformation of \( R, G, \) and \( B \). Therefore, we should normalize these variables so as to get referential data and make sure the relative size of data is relatively low. Because the color cube of RGB color model itself is a unit cube normalizing the color value, obviously, the component value of \( R, G, B \) are all in the range of \([0,1]\). From above conversion formula, we can recognize that the luminance component \( I \) and the saturation component \( S \) are definitely in the range of \([0,1]\). For the hue component \( H \), can be directly got by divide its value by \(2\pi\).

II. EDGE DETECTION OPERATORS

As we mentioned, most pioneering methods for edge detection are based on a convolution of the image with a given operator, typically such as Robert, Prewitt or Sobel edge detection operator which is expressed in Figure 1 to Figure 3 respectively [14-16].

![Figure 1](https://example.com/figure1.png)

**Figure 1. Roberts edge detection operator.**

![Figure 2](https://example.com/figure2.png)

**Figure 2. Prewitt edge detection operator**

![Figure 3](https://example.com/figure3.png)

**Figure 3. Sobel edge detection operator**

The real world is filled with colorful images which has been a hot spot in the realm of edge detection studies by the increasingly fully development of the science and technology. According to the edge detection of color image, the original method is converting the color images to grayscale images, then using some classical operators that for grayscale images to identify the edge of images [17]. After that, using classical operators deal with red, green and blue three components respectively, and then combining those three colors by some specific procedure to shape the original edge of the image [18]. There are a lot of defects in these methods for color images detection, and the most widely used method at the moment is vector which have no need for decomposition of color components before combination and can conserving vectorial properties well. The effects of which are also the relatively well in recently, and its main view is taking
each pixels of the GRB image as a three-dimension vector, so the whole colored image is seemed as a vector field of two-dimensions and three-components. This paper is mainly talked about a frequently used vector gradient operator, whose thought is similar to gradient operator used in grayscale images, and the difference between them lies in the two-dimensions and three-components color vector space it used.

In the methods of using the vector gradient operator detect the edge of color images [19], supposing that the vector of color image representation as:

\[ f(x, y) = (f_1(x, y), f_2(x, y), f_3(x, y)) \]

(5)

Order r, g and b as \( f_1, f_2, f_3 \) unit vector of three components, then the horizontal and vertical operators may represent as shown below:

\[ \mathbf{u} = \frac{\partial f_1}{\partial x} \mathbf{r} + \frac{\partial f_2}{\partial x} \mathbf{g} + \frac{\partial f_3}{\partial x} \mathbf{b} \]

(6)

Then,

\[ \mathbf{v} = \frac{\partial f_1}{\partial y} \mathbf{r} + \frac{\partial f_2}{\partial y} \mathbf{g} + \frac{\partial f_3}{\partial y} \mathbf{b} \]

(7)

\[ p(x, y) = \mathbf{u} \cdot \mathbf{u} = \left( \frac{\partial f_1}{\partial x} \right)^2 + \left( \frac{\partial f_2}{\partial x} \right)^2 + \left( \frac{\partial f_3}{\partial x} \right)^2 \]

(8)

\[ q(x, y) = \mathbf{v} \cdot \mathbf{v} = \left( \frac{\partial f_1}{\partial y} \right)^2 + \left( \frac{\partial f_2}{\partial y} \right)^2 + \left( \frac{\partial f_3}{\partial y} \right)^2 \]

(9)

\[ r(x, y) = \mathbf{u} \cdot \mathbf{v} = \left( \frac{\partial f_1}{\partial x} \right) \left( \frac{\partial f_1}{\partial y} \right) + \left( \frac{\partial f_2}{\partial x} \right) \left( \frac{\partial f_2}{\partial y} \right) + \left( \frac{\partial f_3}{\partial x} \right) \left( \frac{\partial f_3}{\partial y} \right) \]

(10)

So pixel \((x, y)\) in the maximum change direction and the rate of change on these directions are as following:

\[ \alpha = \frac{1}{2} \arctan \left( \frac{2r}{p-q} \right) \]

(11)

\[ F(\alpha) = \frac{1}{2} \left[ (p+q) + (p-q) \cos 2\alpha + 2q \sin 2\alpha \right]^{1/2} \]

(12)

The image edge is gained through threshold of \( F(\alpha) \) by this vector gradient method. According to \( \tan \alpha = \tan(\alpha \pm \pi) \), both \( \alpha \) and \( \alpha \pm \pi / 2 \) are the maximum change direction of \((x, y)\). Obviously, \( F(\alpha) \) is not distinguished the direction local change of 180°.

III. THE EDGE DETECTION OF COLOR IMAGE BASED ON HIS COLOR MODEL

HIS color model better reflects the human visual experience on color, and for some images, the use of HIS color model can reduces the complexity of color image processing. Since the effects can be well changed as long as fine adjustment saturation component and brightness [20], therefore, in HIS color space, can greatly reduces the workload of edge detection of color image and meets the visual requirement [21]. In order to make further optimization in the detection effect, the improved HIS model can be got in the process of coordinate transformation from RGB space to HIS space and under the condition of invariable tone, that is, no color displacement, improving the two components-saturation and brightness based on the practical application, the formula is as follows:

\[ H = \begin{cases} \alpha, B \leq G \\ 2\pi - \alpha, B > G \end{cases} \]

(13)

\[ I' = \frac{16R + 3G + B}{20} \]

(14)

\[ S' = 1 - \frac{2 \min (R, G, B)}{5 \max (R, G, B)} \]

(15)

In which,

\[ \alpha = \arccos \left( \frac{(R-G)+(R-B)}{2[(R-G)^2+(R-B)(G-B)]^{1/2}} \right) \]

(16)

To study conveniently, the improved HIS model is called HI*S* model. By the following programs, we can convert the RGB model to the HI*S* model:

```matlab
rgb=imread('D:\huoyan.jpg');
go=rgb(:,:,2);
b=rgb(:,:,3);
n=0.5*((r-g)+(r-b));
m=0.5*sqrt((r-g).^2+(r-b).^2);
angle=acos(n./(m+eps));
H=angle;
```

Similar to the original HIS model, we also need to do normalization process to each variable. Because RGB value are all in the [0, 1] scope, according to the above equation, we can know the luminance component \( I' \) and the saturation component \( S' \) must be in the range of [0, 1]. As for the tone component, \( 2\pi \) can be directly divided by its value.

Figure 4 is a comparison diagram on the edge detection of a flame picture, which through Matlab software implementation, combining the edge detection operator of Roberts, Prewitt and Sobel, also, in the use of vector gradient operator based on the HIS color model and the improved HI*S* model.

The procedure is as follows:
clc; close all; clear all;
f=imread('d:\huoyanGHIS.jpg');
sh=[1 0; 0 -1]; % roberts model
OR: sh=[-1 -1 0 0; 1 0 1];
sv=[0 1 -1 0]; % prewitt model
OR: sh=[-1 -1 -1 0; 1 0 0 1];

sv=[-1 0 1 -1 0 1; -1 0 1]; % sobel model
Rx=imfilter(double(f(:,:,1)),sh,'replicate');
Ry=imfilter(double(f(:,:,1)),sv,'replicate');
Gx=imfilter(double(f(:,:,2)),sh,'replicate');
Gy=imfilter(double(f(:,:,2)),sv,'replicate');
Bx=imfilter(double(f(:,:,3)),sh,'replicate');
By=imfilter(double(f(:,:,3)),sv,'replicate');
gxx=Rx.^2+Gx.^2+Bx.^2;
gyy=Ry.^2+Gy.^2+By.^2;
gxy=Rx.*Ry+Gx.*Gy+Bx.*By;
A=0.5*(atan(2*gxy./(gxx-gyy+eps)));
G1=0.5*((gxx+gyy)+(gxx-gyy).*cos(2*A)+2*gxy.*sin(2*A));
A = A+pi/2;
G2=0.5*((gxx+gyy)+(gxx-gyy).*cos(2*A)+2*gxy.*sin(2*A));
G1'=G1.^0.5;
G2'=G2.^0.5;
VG=mat2gray(max(G1,G2));
VG=(VG>0.2).*VG;
figure;
imshow(VG)

From Figure 4, edge detection with Prewitt and Sobel operators can be found to be much better than that with Roberts operators. Meanwhile, the quality in image edge detection based on the original HIS model and the improved HI*S* model can be easily detected, compared with the latter, the former lacks of many fake edges , reduces much workload relatively and makes the edge effect much more clear.

IV. CONCLUSION

We mainly discussed HIS model. Although the HIS model is derived from the RGB model by nonlinear changes, the HIS model is relatively more consistent to perception, it is also helpful to reduce the complexity of edge detection. Meanwhile, the paper in the original model based on the HIS brightness and saturation components of the fine-tuning and further optimized by the new HIS-color model. Tests show that the improved one based on edge detection image effects model is relatively good, it removed a lot of false edges, further reducing the workload, while the edge effect is clearer. A bad thing is that detection of the defects is prone to break; making some of the edge is not continuous, causing the loss of the edge. At the same time that the improved method of application is limited, only for parts of the image, the parameters with the type of images is changed in order to achieve optimal results. So we can see that the current color models are not absolutely advantageous, we are looking forward to the emerging of a new color model with certain advantages.

Due to the consideration of a great many challenges, such as, false edge, lose of edge or the distortion of edge in edge-detection, there will be difficult to strike a balance no matter the common used synthesis method or the present used dominant vector method. It is a practical good choice to improve and to merge the existing algorithms to get optimal edge detection effect.
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