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Abstract—With the improvement of technology, more cores 
are placed on a single chip to form a system. The volumes of 
test data becomes a challenges for circuits test. The paper 
presents a test data compression which uses hybrid prefix 
code and a new test set regenerating algorithm. In essence, 
the technique uses two formats of prefix to encode for the 
new regenerated test set, and the regenerated test set is 
better suitable to our compression scheme. So it gain better 
compression ratio.  Experimental results show that the 
proposed compression solution could re duce test data 
volume effectively with a simple decoding architecture. 

Index Terms—hybrid prefix code, embedded core testing,  
test data compression, test regeneration   

I.  INTRODUCTION  
The increase in integration density has resulted in a 

tremendous increase in the test data volume needed to test 
those chips. The large test data volume not only increase 
the testing time but may also exceed the tester memory 
capacity. To reduce the testing time and cost, it is 
necessary to reduce the test data volume.  

Test volume reduction can be achieved by utilizing 
built-in self test(BIST) and test compression techniques. 
BIST solution reduces the need for an expensive ATE as 
on-chip pattern generators and signature compaction are 
used. In practice, BIST may not always replace other test 
methods for the long time needed to detect random pattern 
resistant faults[1].  

There are extensive works on the test compression 
which used to speed up the ATE-SoC interaction during 
test. These works are used to compress the precompued 
test-data set(TD) which often provided by core vendor, to a 
smaller test set TE(|TE|<|TD|) which is then stored in the 
ATE’s memory, and an on-chip decoder decompresses TE 
to TD to be applied to the system under test. 

Some test compression techniques are based on 
utilizing structural information of the circuits. 
Decompression-based schemes[2] and broadcast-scan-
based schemes[3,4]. Other test compression techniques do 
not require structural information, they compress TD to a 
smaller volume TE. example of this techniques include 
alternating run-length coding[5], Golomb coding[6], FDR 
coding[7], EFDR coding[8] and run-length Huffman 
coding[9] ,VC9R[1], select Huffman coding[10] . In addition, 
there are also some techniques based on LFSR 
encoding[11] and dictionary based compression[12]. A 
particularly attractive feature of algorithmic strategy for 
test compression is that it does not require any redesign of 
IP core.  

This paper presents a new compression solution which 
based on new generated test set and new suitable code 

compression scheme. The new compression scheme 
achieves a higher compression ratio with carefully use 
ATPG process to generate new better suitable test set 
based on a given test set, and only requires a very small 
decoder. In addition, the proposed technique does not 
perform any circuits’ structure modification.   

The rest of this paper is organized as follows. Section 
II discusses hybrid prefix code scheme and the 
corresponding decoding architecture. A new algorithm for 
test regeneration based on a given test set without harm 
the fault coverage is given in Section III. Experimental 
results are shown in Section IV. Section V is devoted to a 
simple conclusion for the proposed test compression 
solution. 

II. TEST REGENERATION FOR COMPRESSION 
The section presents how to regenerate new test set 

which is better suitable to the proposed encode scheme.  
Compared with previous encode schemes which only 

use one format prefix, the hybrid encode scheme has 
longer codeword for run-length of one. Much run lengths 
of one would harm the compression ratio. For achieving 
higher compression ratio, an algorithm for regenerating 
test set based on a given test set which has very few run-
lengths of one and more run length of longer run-lengths 
without harm the fault coverage is given. 

The objective of the proposed algorithm is to make as 
few as possible run-lengths of one and as more as longer 
run-length in the test set based on a given test set while 
minimizing the increase in the number of test vectors, and 
maintaining the original fault coverage. 

We use the solution of TVD[13] to increase the number 
of unspecified bits per vector first. TVD is a process of 
decomposing a test vector into its atomic components. An 
atomic component is a child test vector that is generated 
by relaxing its parent test vector for a single fault f, that is, 
the child test vector contains the assignments necessary 
for the detection of f. Besides, the child test vector may 
detect the other faults in addition to f. for example, 
consider the test vector tp-010110 that detects the set of 
faults Fp={f1,f2,f3}. Using the relaxation algorithm[14], tp 
can be decomposed into three atomic components, which 
are t1=(f1,01xxxx), t2=(f2,0x01xx) and t3=(f3,x1xx0). 
Every atomic component detects the fault associated with 
it and may accidentally detect other faults. An atomic 
component cannot be decomposed any further because it 
contains the assignments necessary for detecting its fault.  

The regeneration procedure performs as following. We 
classify test set as acceptable vectors which have no run-
lengths of one and decomposed vectors which have run-
lengths of one. Every decomposed vector can be 
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decomposed into subvector(s) in the following manner. 
The atomic component for each fault detected by the 
decomposed vector is obtained. These atomic components 
are then incrementally merged to create new subvectors 
which have as few as possible run lengths of one and as 
more as longer run-lengths. Sub-vectors are created in this 
way until all the faults detected by the parent vector are 
covered; thus, the longer run-lengths may appear in this 
process. At last, we merged the new sub-vectors with 
acceptable vectors to minimize the number of the vectors 
without raising the number of run-lengths of one. We 
don’t allow any changing on the essential fault which only 
has one vector could detect it in the process of 
decomposed process. 

A simple example is presented to illustrate the 
algorithm. The given test set has three test vectors, and we 
first make step 1 and 2 of the algorithm and the 
corresponding results are given in the table I. 

The decomposed vector 3 is decomposed into the 
atomic components for each fault detected by vector 3. In 
table II, f1 and f2 are not essential faults and f3 is essential 
faults, so the corresponding atomic component xxxxx00x 
is not removed or changed in our algorithm. The new test 
set is given in the table III after performing the algorithm  

 
TABLE I.  GIVEN TEST SET AFTER ALGORITHM OF STEM1 AND 2 

vectors Faults 
detected 

acceptable Has essential faults 

xxx00111 {f1,f4} yes No 
xx100x00 {f2,f5} yes No 
0x101001 {f1,f2,f3} no Yes 
 

TABLE II.  DECOMPOSE FOR VECTOR3 

Atomic components of 
vector3  

Faults 
detected 

is essential fault  

0x1xx00x {f1} no 
0xx01x0x {f2} no 
xxxxx001 {f3} yes 

TABLE III.  LAST TEST SET USING ALGORITHM  

Last new test set Faults detected 
xxx00111 {f1,f4} 
xx100x00 {f2,f5} 
xxxxx001 {f3} 

 

III. NEW COMPRESSION SCHEME  
This section presents the new compression technique 

and the corresponding decoding architecture. 
A. New compression scheme 

We first review FDR coding and its application to test 
data compression[7]. The FDR code is a data compression 
code that maps variable-length runs of 0’s to variable-
length codewords. The encoding procedure is illustrated in 
Fig.1. The reader is referred to [7] for a detailed 
discussion for the FDR code. 

The FDR code only uses one format prefix which 
starts from ‘1’ and was identified by the first ‘0’ except 

run length of zero and one. We use two formats of prefix 
in the new compression scheme, which we called hybrid 
prefix code.  

The new hybrid prefix code was given in Fig.2. It uses 
two formats prefix from the group of three and consists 
two parts—group prefix and tail. The prefix identifies the 
group in which the run-length lies and the tail identifies 
the member within the group. For achieving target 
compression ratio, the new generated test set based on a 
given test set would have very few run lengths of one and 
more longer run-lengths. The detailed presentation on the 
new test set generation algorithm will be given in the next 
section.  

 
Group Run-length 

runs of 0’s Group prefix Tail Codeword  

A1 
0 
1 0 0 

1 
00 
01 

A2 

2 

10 

00 
01 
10 
11 

1000 
3 1001 
4 1010 
5 1011 

A3 
 

6 

110 

000 
001 
010 
…. 

110000 
7 110001 
8 110010 

…. …. 

Fig.1 The FDR coding table 

Group Run-length  run’s  
of  0’s or 1’s Group prefix Tail Codeword  

A1 0 0 1 01 

A2 

1 
10 
 

00 
01 
10 
11 

1000 
2 1001 
3 1010 
4 1011 

A3 
 

5 

110(prefix1) 

000 
001 
010 
011 
100 
101 
110 
111 

 

110000 
6 110001 
7 110010 
8 110011 
9 110100 

10 110101 
11 110110 
12 110111 
13 

001(prefix2) 

000 
001 
010 
011 
100 
101 
110 
111 

001000 
14 001001 
15 001010 
16 001011 
17 001100 
18 001101 
19 001110 
20 001111 

… …. … …... ….. 

Fig.2  codeword table for solution 1 and solution 2  

The FDR code is very efficient for compressing data 
that has few 1’s and long runs of 0’s for it only maps 
variable-length runs of 0’s to variable-length codewords. 
However, data streams are composed of both runs of 0’s 
and runs of 1’s, so only encoding for run-length runs of 
0’s is not always efficient[5]. The new hybrid prefix 
encode scheme could encode for both run-length runs of 
0’s and run-length runs of 1’s.      

There are three solutions for compression test data 
using hybrid prefix code. The first one is only encoding 
for runs of 0’s as FDR code using codewords described in 
Fig. 2 which we called solution 2. The second one is 
encoding for both run-length runs of 0’s and 1’s as alt-
FDR which presented in [5] using codewords described 
in Fig. 2 which we called solution1. the last one is  
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encoding both of them as EFDR which presented in [8] 
using codewords described in Fig. 3 which uses two 
formats prefix encoding for run-length runs of 0’s and 
run-length runs of 1’s, respectively, which we called 
solution3. 

 
Group Run-length  Prefix1 Tail Codewor

d for 1  Prefix2 Codewor
d for 0 

A1 -- --- --- --- ---      --- 

A2 

1 
10 

 

00 
01 
10 
11 

1000 

01 

0100 
2 1001 0101 
3 1010 0110 
4 1011 0111 

A3 
 

5 

110 

000 
001 
010 
…. 

110000 
 

001 

001000 
6 110001 001001 
7 

… 
110010 

… 
001010 

… 

… …. … …... …..   

Fig.3 codeword table for solution 1 and solution 2 

B. Decompression architecture  
The decoder architecture given here could be used for 

solution1 and solution 2 which presented in last section. 
The decoder architecture for hybrid prefix scheme of 
solution 3 is very simple, the decoder for alt-FDR[5] 
could be used to it after a very small modification, and 
we don’t give the detailed presentation for it.  

out
FSM

Log2k bit counter 

(K+1)bit counter

T

sel shift dec1 rs1

Counter_in

rs2 dec inc sel

en

bit_in
v

b_out

Clk

bit2

Con

Mapping logic

out1

bit3

sel

out2

⊕

Counter_in1

 

Fig.4  the decoder architecture for hybrid prefix coding 

The decoder architecture for hybrid solution 1 and 
solution 2 is shown in Fig.4. It only needs deleting or 
retaining the architecture in the broken line when used on 
solution2 and solution1, respectively. The FSM based 
architecture makes a small modification on the FDR 
decoder[5]. An additional simple mapping logic is added to 
map the prefix in the codewords to its corresponding 
binary representation length.  
As shown in Fig.2, the run length in the grouth k(k>2) is 
from( 2k+1-11) to (3*2k-12) for the prefix1 and from (3*2k-
11) to (2k+2-12) for prefix2; thus, the binary 
representations of the run-length identified by prefix1 and 
prefix2 are computed as in Fig.5, respectively. The binary 

representations of the run-length identified by the tail are 
same as the corresponding tail in the codewords.  

 
Group Prefix1 Corresponding binary 

representation Prefix2 
Corresponding 

binary 
representation 

A3 
 

110 
 

101(5) 
 001 1101(13) 

A4 1110 
 

10101(21) 
 0001 100101(37) 

A5 11110 
 

110101(53) 
 00001 1010101(85) 

A6 111110 
 

1110101(117) 
 000001 10110101(181) 

A7 1111110 
 

11110101(235) 
 0000001 101110101(363) 

… … … … … 

Fig.5 corresponding binary representations of prefixes  

As shown in Fig.4, the bit_in is the input of the FSM, 
and the en is an enable signal for the decoder. The signal 
of counter_in is used to shift the prefix to the (k+1)-bit 
counter through the mapping logic, and the signal of 
counter_in1 is used to shift the tail into the k-bit counter. 
The signal of shift is used to control the mapped prefix 
and tail of the codeword to shift in k-bit counter, the signal 
of dec1 controls the counter’s decrement, and rs1 signal is 
used as the counter’s reset signal. The signal of sel is used 
to choose different hybrid prefixes. Log2k bit counter is 
used to count the length of the prefix and tail so as to 
identify the group, and the signals of inc and dec are used 
to control the counter’s increment and decrement, 
respectively. The mapping logic is used to map the prefix 
to its corresponding binary representation run length. 

The detailed operation of the decoder is described as 
follows: 

• The en, shift and inc signals are high, the signal 
bit_in, sel and counter_in control the prefix shift in 
the k-bit counter, log2k bit counter make 
increment. Because our solution has two prefix 
formats, so we have two situations. 

① If bit_in begins as 1, then sel is high, until the 
bit_in  is 0 which identifies the end input of the 
prefix, then shift and inc is low, and the signal sel, 
bit2 and bit3 control the mapping logic to map the 
prefix to the corresponding run length then shift in 
the k-bit counter. 

② If the bit_in begins as 0, then in the next cycle, if 
the bit_in is 1, then dec and sel control the counter 
make decrement, and dec1 and sel1 control the k-
bit counter make decrement; if the bit_in is 0, sel 
is low, until the bit_in is 1 which identifies the end 
input of the prefix, then the shift is low, and the 
signal sel, bit2 and bit3 the mapping logic to map 
counter_in to its corresponding  value and then 
shift in the k-bit counter. 

• The FSM outputs 0’s, decrements the (k+1)-bit 
counter,      and makes the signal dec1 high. It 
continues to output 0’s until rs1 goes high .the 
signal v is used to indication a valid output. 
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TABLE IV.  COMPRESSION RATIO  FOR MINTEST TEST SETS 

circuit TD solution 1 solution 2 solution3 
S5378 23754 53.52 58.52 52.81 
S9234 39273 46.56 50.56 47.64 

S13207 165200 81.47 83.95 81.96 
S15850 76986 66.26 70.76 68.41 
S38417 164736 62.08 66.59 51.25 

S38584 199104 63.30 66.39 62.17 
average ----- 64.16 66.13 60.70 

TABLE V.  COMPARISON OF COMPRESSION RATIO WITH OTHER COMPRESSION SOLUTIONS 

circuit FDR[7] Alt-
FDR[5] EFDR[8] VC9[1] 

RL 
Huffman 

[9] 

SL 
Huffman 

[10] 

Block 
Code [17] solution 2 

S5378 48.02 50.77 53.67 51.64 53.75 55.10 54.98 58.52 
S9234 43.59 44.96 48.66 50.91 47.59 54.20 51.19 50.56 

S13207 81.30 80.23 82.49 82.31 82.51 77.00 84.89 83.95 
S15850 66.22 65.83 68.66 66.38 67.34 66.00 69.49 70.76 
S38417 43.26 60.55 62.02 60.63 64.17 59.00 59.39 66.59 
S38584 60.91 61.13 64.28 65.53 62.40 64.10 66.86 66.39 
average 57.21 60.57 63.30 62.90 62.96 62.57 64.47 66.13 

 

• The tail part is shifted in until the log2k bit counter 
resets to 0, the dec2 signal is then goes high, the 
counter is decremented. And the signal rs2 
indicates when it is in the zero state. 

• Like the decoding of the prefix, the FSM ouput 0’s 
corresponding to the tail followed by a zero. 

IV. EXPERIMENTAL RESULTS  
The experiments were conducted on a series of ISCAS 

89 circuits on a Pentium with a 3.0GHz processor and 512 
MB of memory. The algorithm is programmed using C++ 
language under linux environment based on the ATPG 
tools of atom[15]  to regenerate the new test set on the 
given test set of mintest[16].The experimental results are 
given in Table IV and TableV.  

The compression ratios of the proposed solution are 
shown in Table IV. the compression rate (CR) is defined 
as follows: CR=(TD-TE)/TD The third, fourth and fifth 
column in the table are the compression ratio for solution1, 
solution2 and solution 3, respectively. As is evident in the 
Table, the proposed hybrid prefix code scheme which uses 
two formats prefix and regenerates test set based on a 
given test set achieves higher reduction rate.  

We compare the compression ratio of our scheme with 
other several classical compression techniques in table V, 
from the second to the ninth column are the compression 
ratio results for the FDR[7], alt_FDR[5], EFDR[8], VC9[1], 
run length Huffman coding[9], select Huffman coding[10] 
and block merging[16]. As is evident from the table, the 
proposed hybrid prefix code provides an improved 
compression rate without harm fault coverage if the 
ATPG process is executed carefully. 

V. CONCLUSION  

This paper presents a new compression solution which 
uses new generated test set algorithm and suitable hybrid 
prefix code compression scheme The hybrid prefix code 
scheme achieves a higher compression ratio with carefully 

use ATPG process to generate new better suitable test set 
based on a given test set, and only requires a very small 
decoder. In addition, the proposed technique does not 
perform any circuits’ structure modification and uses a 
small decoder and achieves a higher compression ratio. 
The experimental results show that the proposed 
technique achieves higher compression ratio with very 
low overhead.  
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