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Abstract: The purpose of image optimization is that the 
salient region of image is stand out, and is layout an image 
met the demand. The existed image optimization method is 
summarized, and their advantages and disadvantages 
respectively analyzed. The improved visual attention model 
is described, and is used to detect the salient region of image. 
The parameters of image optimization are calculated by the 
optimization function of image layout rules. At last, the 
weights of the images optimized parameters are adjusted by 
the image layout and adjustment function based on image 
optimized parameters, to achieve image layout and obtain 
the most optimal image, to realize image optimization. 
Experimental results validate that this methods not only 
achieve image optimization, but also accurately and 
automatically achieve to shorten distance and enlarge 
salient regions, improve the quality of the image 
optimization, and has good robustness.  
 
Index Terms: visual attention model, salient region, layout 
adjustment, image optimization 

I.  INTRODUCTION 

With the development of the image optimization 
technology, all kinds of image optimization methods have 
been formed. There are three kinds of methods of the 
most typical:  

The first kind is image optimization technique based 
on retargeting. Images automatic retargeting has been 
proposed by Setlur in 2005 [1]. The advantage of this 
method is that it can automatically determine the image 
target. And this method can retarget large images to small 
size displays, particularly on mobile devices. This method 
adapts large images so that important objects in the image 
are still recognizable when displayed at a lower target 
resolution. However, the disadvantage of this method is 
that it must firstly segment image, and then to detect the 
important area. The efficiency of this method is not high. 

 The second kind is the image optimization technique 
based on cropping. Automatic cropping technology has 
been proposed by Suh in 2003 [2], and it has been widely 
used. The advantage of this method is that this method 
can detect key components of images so that automated 
cropping, prior to shrinking, can render objects more 
recognizable. Later, the seamless automatic cropping 

technology has been proposed by Santella in 2006 [3]. 
The advantage of this technique is that the important area 
has been detected can achieve automatically image 
cropping. The disadvantage of this technology is that the 
accurate degree of image cropping depend on the 
accurate degree of the important area has been detected. 

 The third kind is the image optimization technique 
based on resize. The image optimization algorithm based 
on image cropping area has been proposed by Wang and 
Cohen in 2006 [4]. The advantage of this algorithm is that 
it makes full use of the image optimization method to 
optimize the image cropping area. This method is able to 
compose foreground elements onto a new background 
more efficiently and with fewer artifacts. And this 
method can enlarge the foreground while maintaining the 
wide angle view of the background, and composing a 
foreground element on top of similar backgrounds to help 
remove unwanted portions of the background or to re-
scale or re-arrange the composite. However, the 
disadvantage of this algorithm is that it can not adjust the 
size of the optimization image. Later, the optimization 
algorithm based on image size has been proposed by 
Wang in 2008 [5]. The algorithm can solve the problem 
that the size of optimization image can not be adjusted, 
but the effect of image optimization is not the best.  

Above image optimization methods were reviewed, the 
target image is detected is not accurate, the optimization 
degree is not high, so the optimization effect is not ideal. 
In recent years, the visual attention model theory [6] and 
optimizing photo composition algorithm [7] are proposed 
to provide new ideas and methods for the image 
optimization, to achieve automatic detection of salient 
regions and re-layout of image. Based on the above 
theory, an image optimization algorithm based on salient 
region and optimization parameters are proposed in this 
paper. This paper algorithm flowchart is shown as Figure 
1. 

Salient region is the target object of image 
optimization. The traditional visual attention model was 
improved and was used to detect the salient region in the 
image. 
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The layout and adjustment is under the image 

resolution ratio is not reduced to use the image layout and 
adjustment function to adjust the weights of image 
optimized parameters to achieve re-layout and 
optimization of input image, and obtain the most 
optimized image. Image optimization is advantageous to 
shorten far target, enlarge small target, remove irrelevant 
information, save salient regions and make salient regions 
more clearly, more close.  

II.  SALIENT REGION BASED ON IMPROVED VISUAL 
ATTENTION MODEL 

Salient region is the basis of image optimized 
parameter is obtained, is the key of image optimization. 
The improved visual attention model algorithm is used to 
detect the salient region, to ensure the accuracy of salient 
region is detected, to improve the quality of the image 
optimization. 

A.  Visual Attention Model 
Itti has presented the visual attention model based on 

attention degree [8] in 1996. This model simulated the 
process that human eye observe image to select attention 
point. This paper adopts mathematical model to describe 
the process that the salient region map is generated. First 
of all, the visual attention model is used to select the 
attention point (visual features) from the input image. 
Visual features (colors, intensity and orientations) and 
background features are contrasted to obtain the attention 
value of attention point. Secondly, all the attention values 
are constituted a salient region map. At last, the dynamic 
neural network method is used to extract the salient 
region in the salient region map. The salient region 
generating process maps [9] are shown as Figure 2. 

This method advantage is that extracting the salient 
region accurate is high. It not only comprehensive many 
kinds of visual features [10], but also the attention point 
is selected by the visual attention model and the attention 
point is observed by the human eye are consistent. 
However, it can not provide the accurate range for the 
salient region. 

Input image will be decomposed into intensity, colors 
(red, blue, yellow, green) and orientations three visual 
features by visual attention model. In order to extract the 
input image visual features, this paper adopts 9 floors of 
gaussian pyramid [11]. The first 0 layer is input image. It 
is gaussian filter from the first layer to the 8th layer. It is 
primarily responsible for input image filtering and 
sampling. The intensity pyramids ( )I σ ,  colors 

 
pyramid ( )R σ , ( )B σ , ( )G σ , ( )Y σ  and 

orientations pyramids ( ),O σ θ are used to extract the 
visual feature for each layer image. The intensity 
feature I , red feature R , blue feature B , yellow 
feature Y  and green feature G can be respectively 
obtained by equation (1), (2), (3), (4) and (5). 

( ) 3I r g b= + +                                                    (1) 

( ) 2R r g b= − +                                                   (2) 

( ) 2G g r b= − +                                                  (3) 

( ) 2B b r g= − +                                                   (4) 

( )2Y r g r g b= + − − +                                     (5) 

where: r , g , b is respectively red, green, blue three 
components in image. 

Location feature ( ),O σ θ  is Gabor pyramid that the 

intensity feature I is obtained by the directionθ of Gabor 
function in scale σ . [ ]0 8σ ∈ ⋅⋅⋅ , 

{ }0 ,45 ,90 ,135θ ∈ .                                      

After visual feature is extracted, each feature and its 
neighborhood point are subtracted by the center-
surrounding method (visual feature and its neighborhood 
point are contrasted. the contrast value is bigger, the 
attention degree is stronger). In order to eliminate the 
influence of neighborhood, the multi-scale feature map 
[12] can be obtained by different scale subtracting in 
feature pyramid. The center of attention range 
corresponding to a point of feature map of scale c  
( { }2,3, 4c∈ ), The point outside of attention range 
corresponding to a point of feature map of 
scale s ( s c δ= + , { }3, 4δ ∈ ). The feature specific 
value of center scale c  and peripheral scale s  can be 
obtained by subtracting. Therefore, 

( , )I c s , ( , )RG c s , ( , )BY c s and ( , , )O c s θ  are 
respectively obtained by equation (6), (7), (8) and (9). 

Figure 2. Itti’s visual attention model. 

Figure 1. This paper image optimization algorithm flowchart. 
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( ) ( ) ( ),I c s I c I s= −                                           (6) 

( ) ( ) ( )( ) ( ) ( )( ),RG c s R c G c G s R s= − − −                 (7) 

( ) ( ) ( )( ) ( ) ( )( ),BY c s B c Y c Y s B s= − − −                  (8) 

( ) ( ) ( ) { }, , , , 0 ,45 ,90 ,135O c s O c O sθ θ θ θ= − ∈            (9) 

where: ( , )I c s  is the intensity feature map. ( , )RG c s  is 
red/green feature map. ( , )BY c s is blue/yellow feature 
maps. ( , )RG c s and ( , )BY c s are also colors feature 
maps. ( , , )O c s θ is the orientations feature maps. 

In order to more intuitive describe the salient region in 
input image, many feature images are linear combinated 
the intensity, colors and orientations three kinds feature 
maps. At last, intensity, colors and orientations three 
kinds feature maps are added in fourth stage ( 4σ = ) to 
obtain intensity, colors and orientations three feature 

maps. Intensity feature map I , colors feature map C  and 

orientations feature map O  are obtained by equation (10), 
(11) and (12). 

( )( )
4 4

2 3
,

c

c s c
I N I c s

+

= = +
= ⊕ ⊕                                         (10) 

( )( ) ( )( )
4 4

2 3
, ,

c

c s c
C N RG c s N BY c s

+

= = +
⎡ ⎤= ⊕ ⊕ +⎣ ⎦             

(11) 

( )( )
{ }

4 4

2 3
0 ,45 ,90 ,135

, ,
c

c s c
O N N O c s

θ

θ
+

= = +
∈

⎛ ⎞= ⊕ ⊕⎜ ⎟
⎝ ⎠

∑             

(12)  
where: ⊕ express the summation operator in feature 
maps. Ν is the normalized operation. 

After intensity, colors and orientations three feature 
maps are obtained; they are fused and normalized in 
gaussian pyramid fourth layer to obtain a salient region 
map. At last, the dynamic neural network method is used 
to extract the salient region from the salient region map 
[13]. The salient region can be obtained by the equation 
(13). 

( ) ( ) ( )( )1
3

S N I N C N O= + +                       (13)  

where: ( )IΝ is the linear normalization of intensity 

feature map I . ( )CΝ  is the linear normalization of 

colors feature map C . ( )OΝ  is the linear normalization 

of orientations feature map O . 
As shown in Figure 3, it is a picture of salient region 

generating maps [14].  
It is obtained by Itti's visual attention model. The maps 

can fully explain the entire process that the visual 
attention model has extracted the salient region. The input 
image is a walking man. We want to obtain the man face, 
so the man face is the salient region. Therefore, the man 
face is the attention key point. The basic idea is as 
follows: 

  
(1) The visual attention model is used to select the 

attention point (visual features) from the input image. The 
visual features (colors, intensity and orientations) and 
background features are contrasted to obtain the attention 
value of attention point.  

(2) The colors, intensity and orientations visual 
features of the input image are respectively extracted by 
Gabor filters and gaussian pyramid, so that generating 
many pictures of feature maps. 

(3) Many pictures of feature maps are linear synthesis 
colors feature maps, intensity feature maps and 
orientations feature maps three pictures of feature maps. 

(4) Three pictures of feature maps are once again linear 
synthesis a picture of salient region maps. 

(5) At last, the dynamic neural network method is used 
to extract the salient region from the salient region maps, 
so that we can obtain a man face.  

B.  The Improved Visual Attention Model 
In order to combine this paper image optimization 

algorithm, the visual attention model will be improved, 
and the improvements are as follows: 

First and foremost, the visual features are improved. 
The traditional Itti's visual attention model uses the color, 
intensity and orientations [15] three kinds of visual 
features to stand out image salient regions. However, this 
paper method uses gray level and image edge two kinds 
of visual features to stand out image salient regions. The 
improvement advantage is: the gray level is an important 
feature that distinguishing the target region and the 
background region, and it can be used as the basis of 
image processing. Image edge can clearly reflect the 
salient region, and it can provide the accurate range of the 
salient region for the image optimization, so that the 
image optimization parameters will be obtained. 

Secondly, the visual feature extraction tools are 
improved. The traditional Itti's visual attention model 
uses the gaussian pyramid to extract the visual feature. 
However, this paper method use Gauss-Laplace operator 
to extract the visual feature. The improvement advantage 
is that Gauss-Laplace operator extract edge features better 
than Gaussian pyramid, and image edge is extracted by 

Figure 3. Salient region generating map. 
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the Gauss-Laplace operator is very clear, and the 
extraction effect is obvious. 

The improved advantage of visual attention model can 
not only quickly extract visual feature, but also beneficial 
to image optimization. And the improved visual attention 
model is beneficial to accurately extract salient regions, 
and improving the quality of the image optimization. The 
improved visual attention models are shown as Figure 4. 

 

In this paper, visual features are extracted by 
converting the input image from the color image to the 
gray image. The conversion for our algorithm was done 
using Gauss-Laplace operator [16] and the Gabor filters 
[17]. After gray value and edge features are extracted, we 
obtain the gray feature maps and the edge feature maps. 
At last, the saliency maps is linear combined to obtain by 
the gray feature maps and the edge feature maps, the 
saliency region is detected in the saliency maps by the 
dynamic neural network methods. 

Input image is converted in the form of gray images 
[18] in the improved visual attention model. The visual 
features of gray value and edge are obtained respectively 
by the Gabor filters and the Gauss-Laplace operator. 
“center-surround” differences between a “center” fine 
scale c and a “surround” coarser scale s yield the feature 
maps. These differences of the visual 
features ( , )G c s and ( , )E c s  are calculated by the equation 
(14) and equation (15). 

G(c,s)= G(c) (s)G−                            (14) 

(c,s)= (c) (s)E E E−                         (15) 
After visual features are extracted by the Gabor filters 

and the Gauss-Laplace operator, the gray feature 
maps

cG and the edge feature maps
cE  are calculated by 

the equation (16) and equation (17). 
4; 84

3 3

G(c,s)
c s

c
c s c

G
+ <

= = +

=∑ ∑                          (16) 

4; 84

c
3 3

E(c,s)
c s

c s c
E

+ <

= = +

= ∑ ∑                        (17) 

where: ( , )G c s and ( , )Ec s could be obtained by the equation 
(14) and equation (15). 

After the gray feature maps and the edge feature maps 
are obtained by the equation (14) and equation (15), the 
salience region S is linear combined by these feature 
maps. The salient region S is calculated by the equation 
(18). 

c( ) ( )( )
2

cG ES Ν +Ν
=Ν                        (18) 

where: Ν is the Normalizations. 

III.  LAYOUT ADJUSTMENT BASED ON OPTIMIZATION 
PARAMETERS 

The weights of image optimized parameter are 
adjusted by the image layout and adjustment function, so 
as to achieve the image re-layout. The three optimized 
parameters of this paper are obtained respectively by the 
layout functions of salient region and visual balance [19] 
and the third rule [20]. 

A. The Optimization Parameters of Salient Regions ( SZE  
) 

The salient region based on the improved visual 
attention model not only to provide the target area for the 
image optimization, but also provide the image 
optimization parameters for image layout and adjustment. 
Salient region optimization parameters are one of the 
three parameters of image optimization [21]. It is the 
basis of obtaining the most optimal image. Its main 
function is that adjustment the size of the salient region in 
image. 

Let ( )ir S is the size of salient region S . The 
optimization parameters of salient regions are obtained by 
the equation (19). 

2 ( )
2max

ir S

SZ i
E e τ

−
=∑                        (19) 

where: 0.07τ = . 

B. The Optimization Parameters of Visual Balance (
VBE  ) 

The main function of visual balance optimization 
parameters is that adjusting the position of the salient 
region in image, and ensuring the visual effect of image 
resizing. The optimization parameters of visual balance 
are obtained by the equation (20). 

2

12
VBd

VBE e σ
−

=                              (20)  

where: 1( , ( ) ( ))
( )VB M i ii

ii

d d C M S C S
M S

= ∑∑
, ( )iM S is 

“Mass” of salient region S , Md is normalized Manhattan 

distance, 1 0.2σ = .  

Figure 4. The improved visual attention model. 
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C.  The Optimization Parameters of Rule of Thirds ( RTE  ) 

The main function of the rule of thirds optimization 
parameters is that adjusting the position relations of the 
salient region and the other region, and ensuring the 
rationality of image layout. Two parallel lines of 
horizontal and vertical are used by the rule of thirds to 
divide the input image into 9 equal parts. The points of 
four parallel lines intersection are referred to as “power 
points”, and the region within “power points” is often the 
salient region has been detected. The optimal parameters 
of rule of thirds have two parts: pE and lE . pE  and lE are 
obtained respectively by the equation (21) and equation 
(22). 

2

2

( )
21 ( )

( )

iD S

p ii
ii

E M S e
M S

σ
−

= ∑∑
              (21) 

where: 
1,2,3,4

( ) min ( ( ), )i M i jj
D S d C S G

=
= is the minimal 

distance from the center value of region ( )iC S to the four 

power points jG , 2 0.17σ = . 
2

3

( )
21 ( )

( )

R iD L

l ii
ii

E I L e
I L

σ
−

= ∑∑
                 (22)  

where: 
1,2,3,4

( ) min ( , )R i L i jj
D L d L R

=
= is the minimum line 

distance between parallel lines iL and jR , ( )iI L is value 

of the horizon line iL , and 3 0.17σ = . 
The optimization parameters of the rule of thirds are 

obtained by the equation (23). 

RT p p l lE E Eγ γ= +                          (23)   

where: 1
3pγ = and 2

3Lγ =  are weights, pE and lE are 

obtained respectively by the equation (21) and equation 
(22). 

D.  Image Layout Adjustment Function Based on Image 
Optimization Parameters 

The layout and adjustment based on image 
optimization parameters are achieved by image layout 
adjustment function. The function is obtained by the 
theorem 1. 

Theorem 1: If RT RT VB VB
a

RT VB

E EE ω ω
ω ω

+
=

+
, the weights of 

image optimization parameters ( RTω , VBω and SZω ) are 
adjusted by the image layout and adjustment function 

(1 )SZ a SZ SZE E Eω ω= − +  to achieve the image 
optimization. 

Proof: according to the above formula and by 
(1 )SZ a SZ SZE E Eω ω= − +  

2 ( )
2(1 ) max

ir S
RT RT VB VB

SZ SZ i
RT VB

E E e τω ωω ω
ω ω

−+
= − +

+ ∑  

2

2
32 ( )

2
( )

(1 ) max

VB

i

d
r S

RT p p l l VB
SZ SZ i

RT VB

E E e
e

σ
τ

ω γ γ ω
ω ω

ω ω

−

−+ +
= − +

+ ∑
22 2

31 2

( ) ( )
22 21 1( ( ) ( ) )

( ) ( )
(1 )

VBi R i dD S D L

RT p i l i VBi i
i ii i

SZ
RT VB

M S e I L e e
M S I L

σσ σω γ γ ω
ω

ω ω

−− −

+ +

= −
+

∑ ∑∑ ∑

 

2 ( )
2max

ir S

SZ i
e τω
−

+ ∑  
22 2

31 2

( ) ( )
22 21 1(1 ) ( ) ( )

( ) ( )

VBi R i dD S D L
VBRT

SZ p i l ii i
RT VB i i RT VBi i

M S e I L e e
M S I L

σσ σ ωωω γ γ
ω ω ω ω

−− −⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟= − + +

⎜ ⎟+ +⎢ ⎥⎝ ⎠⎣ ⎦
∑ ∑∑ ∑

 

2 ( )
2max

ir S

SZ i
e τω
−

+ ∑  

    Therefore, the most optimal image is obtained by the 
image layout and adjustment function adjust the weights 
( RTω , VBω and SZω ) of image optimization parameters. 

IV.  LAYOUT ADJUSTMENT BASED ON OPTIMIZATION 
PARAMETERS 

The basic ideas of this paper image optimization: the 
improvement visual attention model is used to detect the 
salient region in image. Image optimization parameters 
are obtained by the image layout functions. At last, the 
most optimal image is obtained by the image layout and 
adjustment function to adjust the weights of image 
optimization parameters. The specific steps of this paper 
image optimization algorithm are as follows: 

(1) First of all, the input image is preprocessed. It 
includes denoising and gray operation. 

(2) The grayscale and edge two visual features of the 
input image are respectively extracted by Gabor filters 
and Gauss-Laplace operator.  

(3) The grayscale feature map and edge feature map 
are obtained by many feature maps linear normalized. At 
last, the grayscale feature map and edge feature map 
linear synthesis a salient region map. 

(4) The salient region is obtained by the dynamic 
neural network method from the salient region map. The 
salient region is successfully extracted to distinguish the 
salient region and the other region. It provides the target 
object and the salient region optimization parameters for 
the image optimization. 

(5) Optimization parameters of salient region are 
obtained by the layout function of salient region. It can 
provide the optimization parameters for the image layout 
and adjustment function. Its main function is that 
adjustment the size of the salient region in image. 

 (6) Optimization parameters of visual balance are 
obtained by the layout function of visual balance. It can 
also provide the optimization parameters for the image 
layout and adjustment function. Its main function is that 
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adjusting the position of the salient region in image, and 
ensuring the visual effect of image optimization.  

(7) Optimization parameters of rule of thirds are 
obtained by the layout function of rule of thirds. It can 
also provide the optimization parameters for the image 
layout and adjustment function. Its main function is that 
adjusting the position relations of the salient region and 
the other region, and ensuring the rationality of image 
layout. 

(8)  The weights of image optimization parameters are 
adjusted by the image layout and adjustment function to 
achieve image optimization, to obtain the most optimal 
image.  

(9) At last, the most optimal image is converted to the 
color image. The color image is the optimization image. 

 

V.  EXPERIMENTS 

In order to verify the feasibility and effectiveness of 
this paper algorithm, the experimental environment 
adopts the machines of the Intel Pentium (R) 2.8 GHz, 
memory 1G and the operating system of Windows XP. 
This paper use three different natural scenery images and 
two kinds of methods (the image optimization algorithm 
based on the size of the optimized image and this paper 
algorithm). Normally, the image optimization algorithm 
based on the size of the optimized image can effectively 
achieve the image optimization, but the salient region 
optimization effect is not obvious. Compared with 
experimental results, this method is verified effective and 
feasible. 

Figure 6 (a), (b) and (c) are the input image. And (a), 
(b) and (c) are conducted the optimization experiment by 
the image optimization algorithm based on the size of the 
optimized image and this paper algorithm. Figure 7 (a), (b) 
and (c) three images and figure 8 (a), (b) and (c) three 
images are the experimental results map that they are 

respectively optimized by the image optimization 
algorithm based on the size of the optimized image and 
this paper algorithm. Figure 7 (a), (b) and (c) can be 
observed to find that the image optimization algorithm 
based on the size of the optimized image can achieve the 
image optimization, but can not obviously reflect the 
optimization effect of salient region. And they can be 
closely range observed the salient region in the 
optimization image. Figure 8 (a), (b) and (c) are the 
experimental results map that they are optimized by this 
paper algorithm. This paper method can not only reflect 
the optimization effect of salient region, but also can 
achieve closely range to observe the salient region in the 
optimization image. Compared with the input image and 
the former experimental results maps, this paper method 
can not only clearly reflect the salient region resizing 
effect, but also helpful to observe the salient region. 

 

 

 
(c) 

(b) 

(a) 

Figure 5. Image optimization algorithm based on 
salient region and layout adjustment. 

Figure 6. Inuput image. 
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Experimental results validate that this paper algorithm 

not only can achieve image optimization, but also can 
solve issues which are left by the traditional method, also 
can achieve automatic detection of salient region and 
guarantee the accuracy of the detection, and make the 
target area is more evident, more detailed observations 
the target area. This paper method improves the quality of 
the image optimization. 

VI.  CONCLUSION AND OUTLOOK 

The salient region is optimized to become close 
distance detailed observations salient region to reality by 
this paper algorithm. Improved visual attention model can 
automatically achieve detection of salient region and 
provide the basis for image optimization. The image 
layout and adjustment use image layout and adjustment 
function to adjust the weights of image optimization 
parameters to achieve image re-layout and optimization, 
and obtain the most optimal image. But this paper 
algorithm can not suitable for various image 
optimizations, there's plenty of work to finish urgently.  

Looking to the future, the image optimization methods 
will develop toward accurate, rapid, automatic and 
adaptive and robustness. 
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