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Abstract—This paper considers the problem of accuracy for
judging threshold under the complicated circumstane. In
the detecting system, threshold is one of the moshportant
factor, it decides the accuracy of the detecting suilt.
Because the circumstance is changing, the threshaklasked
to adapt the change. The traditional algorithm canhardly
satisfy the need of the system. Bayesian model is efficient
system based on statistics rule, and it can give letter
detecting result. In order to adapt the change oftte light in
a same video sequence, Bayesian judging criterios iised to
detect object, void warm price and falling report pice is
considered comprehensively, combined with likelihad
function and Bayesian risk assessment, an adaptive
threshold is obtained. The threshold is determinedy mean
and variance of the image, so it is an optimal thshold
changed with every image. The optimal threshold issed to
separate object from background. Compared with the
traditional threshold, it can suit different circumstance. The
experimental result shows that the background noisean be
removed with the dynamic threshold and the moving lgject
can be detected accurately.

Index Terms—Bayesian criterion, object detecting,
likelihood function, optimal threshold, statisticsrule

|. INTRODUCTION

detection algorithm was presented by using static
background elimination to deal with the drawback of
large scale data processing, and real-time impléation

in temporal filtering, the parameter of the modehsw
estimated by introducing least square method antyus
the new model, static background pixels could be
eliminated. The method could have higher speed and
computational efficiency. An adaptive approach ¢bedt
moving objects with a static camera was proposed in
paper[20], the number of Gaussians for each pirdire

was chosen, and the moving objects were detected by
background subtraction. Paper[21] considers tbblpm

of simultaneously detecting and tracking multigegets.

In the paper, the predominant challenge is to arst a
computationally tractable approximation. A particle
filtering scheme is developed for this purpose imol
each particle is a hypothesis on the number ofetarg
present and the states of those targets. The tidesh
measurement model presents a more challengingrack
environment than the non-threshold measurement imode
since a loss of information is incurred when thoddlis
performed. Preliminary results indicate that sigaiftly
improved results are obtained using non-threshold
measurements. In paper[22], In order to make igtaik
video surveillance system not only have a high e

Object detecting plays an important role in the sma rate but also be assured the real-time, a praaticaing

surveillance system and pattern recognition.

surveillance system, object detecting is a key saieg it
decides the tracking result directly. If the fixddeshold
is selected to detect the object, we know, therdlgu is
simple and the system is real time. But, the cirstamce
is complex and the object is moving, the fixed sined
can't adapt the change of all the circumstancesnoe
and more detecting algorithm is propd$e!. In order

Irtarget detection and tracking algorithm was impleted

using the method of Gaussian Mixture, and extrgctin
foreground object using morphological operations. |
order to overcome the limitation of Kernel-basedame
shift (MS) tracker, a new method is proposed in
paper[23], a robust object representation modanfio
large amount of data is built to realize trackiagkt a
support vector machine for training is adopt, Ttaeker

to satisfy the different environment, the detectingis then implemented by maximizing the classificatio

algorithm gets more and more complic&te#®, and the
real time system can be assured hardly. So, adaatt
and efficient detecting algorithm is still a chaligng

score. Experiments on localization and trackingwsiits
efficiency and robustness.

In this paper, the limitation of the fixed threkhs

topic. In paper[19], A new temporal based targetonsidered. Made use of the void warm price arléhfgi
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report price, combined with likelihood function and
Bayesian criterion, a dynamic threshold which cleahg
with the parameter of every image is given. Theygra
difference image is processed by the dynamic tloidsh
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to got a binary image only with object. The nevetiirold  threshold which changes with circumstance is demdnd
can suit the light change of the circumstance. Thio finish the detecting task.

method can realize real-time tracking and makeotiect
detection more accurately.

1. PREVIOUS WORKS FORFIXED THRESHOLD

In the surveillance system with the stead
surroundings, the fixed threshold can be used tectle
the object. The process of the detecting is toinktze
difference image D(i, j) with the object through
background subtraction. Then, a suitable threstisld
selected to separate the object from the backgrolimel
algorithm can be described as:

=0 j>={L . D>T @
0, otherwise

Here, E(i, j) is the binary image with objects,
sometimes, there are some noises in the binarydnfag
the threshold is not suitablé.and | is the rank and row
of a pixel, respectively.T is a threshold, and the
experience value is changing betwddh~ 30. D(i, j)
is the gray difference imag® (i, j) = F(, j) - B(, j) .
F(,j) is foreground imageB(i, j) is background
image.

We can see from formula (1) that in the difference (c)

. . . . . . Figure 1. Different detecting result with diffetehreshold
mage, _the plxel _Wthh V"’.‘Iue IS blgger thah is (@) The original image. (b) The detected resulthwite threshold
distinguished as object, and its value equals &.dthers T -1 (c) The detected result with the threshdid= 25

are distinguished as noises and their value equabpa

binary image with object only can be obtained. Adauy

to the binary image, the objects can be trackedthei 11I. BAYESIAN MODELING
behavior can be understood. . ) o
The different detecting result with different The basic task of signal detection is to segment

threshold is showed in figurel. Here (a) is thegiodl ~Signal from noise. Bayesian judging criterion is an

image, (b) and (c) are detecting result with theghold ~ OPtimal judging criterion. Its task is to chooseuitable

T =10 and T = 25, respectively. We can conclude from thresholt_j in ordc_ar to assure the average pncmedlest.

the figure that if the threshold is small, the eystcan /€ call it Bayesian judge. The average price isesged

detect the object entirely, but the system causesem as R, its mathematical expression is defineld*as

noise, showed in figurel (b), so a perfect fileasked to R = P(H,)r, + P(H,)r,

deal with the noise, the detecting algorithm wit gnore

and more complex. On the other hand, if the thiesiso = P(H)[P(Dy/ H,)Coo + P(D,/ H,)Cy] )

too great, the noise can be controlled, but theddielg  + P(H,)[P(D,/H,)c, +P(D,/H,)c,,]

object is incomplete, showed in figurel (c). Insthase, ) N

the tracking will fail. So, a fixed threshold isffiiult to Here, I' is the conditional cost under the factdr

satisfy the demand of detecting object accuratiyause s true, r, is the conditional cost under the factdr, is

the circumstance is changing, the influence oflitite is . i )

different in a same video sequence. A dynamic tuoiles true. In this paperH, and H,, are defined as:

is demanded to realize the accurate detecting task. H,: Supposed that the signal is noise with mean
As we all know, the surroundings are changing with : 2

the weather and season, and those will cause Iighrinl and variances,

changing. A fixed threshold is difficult to satisthe H,: Supposed that the signal is object with mean

demand of detecting object accurately becausdghtis

changing. Since the influence of the light is diffet in a

same video sequence, if a tracking system useged fi p(Hl) and p(H,) are priority probability.Cij is

threshold to detect the object, it is difficult amlapt all ) o

kinds of circumstance. Different influence will wisin ~ defined as the cost that hypothesdi$; is true but

different noise, different threshold will need inder to  hypothesisH, is chosen. Under the condition of double
detect object in a same video sequence. So, artieglap

. 2
m, and varianceg,
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selection, the value df and | is 0 or 1 only. Generally, will be judged as object. In this experimemt: 1, so the

) ) ) ) ~likelihood function can be written as:
C,o is defined to describe the cost that there is goasi

(x-my)?
but judging as signal, named void warm cd8f, is p(x/H,) =;e 207" 4)
defined as the cost that there is signal but jugigsnoise, \/570-1
named failing report cost. The value G, and Cy; are 1 —(X_mzz)z
p(x/H,)=—==—e ** ®)
presumed as 1 generallGy, and C;; express the cost of \/570'2
the correct judgment and their values are O. As we all know that the value ol direction of
Under the above hypothesi$, and I, can be Gauss distribution function are all positive, wher: 0,
written as: pP(x/H,) = p(x/H,)=0.
= P(D0|H1)Coo + P(D1|H1)C.LO Bayesian criterion asks that the selected rediyn
= P(D0|H2)001 + P(D1|H2)C11 should satisfy:
In this paper, there are only two types of sigmal i P(H2)(Co; ~C1y) P(XH,) 2 P(H,)(¢,, — o) P(4H)
the image, so After simplified calculation, we have:
P(D0|H1) =1- P(D1|H1) p()qHZ) > P(H,)(C,o —Cqo)
P(Dy|H,) =1~ P(D/H,) PO{H,) — P(H,)(Co, = C1y)
So, we have According to t_he hypothesis above, the likelihood
R= P(H )¢y, + P(H;)co, + P(H,)(Co = Cyo) ratio can be obtained: (x-my)? | (x-my)?
P(D,/H,) ~ P(H,)(Co, ~G,)P(D, /H,) Ay = PXIHL) _ 0y et Tt )
Obviously, void warm probability P(D,/H,) and P(x/Hy) o,

So, the judge process changes into calculating the
likelihood ratio of the input, then, compares with
P(D,/H,) = J-p(x\Hl)dx threshold A, , if A(X)=A,, H,is true, otherwise,

Dy

detecting probabilit}?(D, / H,) can be expressed as:

. H,) . .
H,is true. Here A = p(il the threshold is decided
P(D,/H,) = [p(4H,)dx ! M= om,)

& by the priority probability of the two hypothesighe

According to the definition, Bayesian judging likelihood ratio can be showed in figure 2.

criterion is to determine the judge regi@y, D, in order

to make the average risk in formula (2) is minimuhe Alx)
minimum risk is Bayesian risk.

The N dimension probability density function
which called likelihood function is defined as

p(x/H;)=p(X, X, -+, X, /H,) and
p(x/H,)=p(X;,X,---, X,/ H,) under the

hypothesisH, andH, , separately. So, the average risk
can be expressed by likelihood function as follayvin

R= P(H,)c, + P(Hl)coo + _[{ P(Hl)(clo _Coo)

; @) x
P(X/ Hy) = P(H,)(Coy = €11) P(X/ H, )} dx D, D
The conditional probability density function is Figure2. Likelihood ratio and judging region
supposed as Gauss distribution. All of the hypadthes
priority probability is presumed equality, and We can get the conclusion from figure2 that

Coo =€, =0, Coy =C, =1. Then, Bayesian criterion Bayesian judgment converts a comparison between
can be replaced by maximum likelihood criterion.eTh detecting value and threshoj. If X2 /3, the region
hypothesisH, will be chosen ifP(x/H,) is maximum. D, is judged as signal, otherwise, regiby is judged as

The task of optimal judge is to decide which ongis in  no signal.

H, and H, according to input signak . If the So, the goal of signal detecting is to separate the

likelihood function ofH, is greater tharH, , the signal space intoD, and D, , select the signal according to
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threshold. Bayesian criterion can give an optimal

estimation and make the risk is minimum.
In order to simplify the calculation, formula (6arc
be written as:
(X - m2)2

Jl
P 2
o, 20,

_ 2
L (x=m)
20,

INA(X) =1In (7)

2 2 ,
We letdg,” =Ko,”, herek is a constant. If

k =1, signal will be flooded by noise, so the objeat ca
be detected hardly. In this paper, the maximum enois

variance equals signal variance, d,=1, and
o’ =0, =0?.
We can obtain the result from formula (7):
2 2 2 2
X" =2m,Xx+m; X -2mX+
INA(X) = - X7, , X “MXTT
20 20
2 2
T x— T ®)
o 20

Comparing formula (8) with the Log form dk,,,

we can obtain the judging formula:
x < INA, +——— mz ml
9)
Then
X $ In Ng+—2—2 m,+m
2
", (10)
The formula (10) can be rewritten as:
>y
A, (11)

Here, X is the detected pixelf is the threshold

2
o m, +m
———InA, + 22

m, —m,

and = . M, is mean of

noise, M, is mean of object andr? is variance of image.
We can conclude from the formula (11) %f> 3, H,is

true and the pixel is object, K< B, H, is true and the
pixel is noise.

The process of signal detecting can be concluded in

figure 3. The optimal detector is given in the figlase
on Bayesian theory. Heré\,(X) is a nonlinear function

about detecting value. Because the detecting afgoris
a nonlinear process, the all system is a nonlisgsiem.

According to the input value ok, A,(x) can be

calculated, /A, is known, and an ideal detecting result
can be obtained. An optimal judge system can be gdbreground in fact.

according to the above calculation.

© 2011 ACADEMY PUBLISHER
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IV. OBJECTDETECTING

Background subtraction is one of the simple and
effective method to detect object. Based on tldittcmal

20 judgeas I
X Judg
— calculate A (x) — 2

<0 judgeas H,

AO
Figure3. The optimal detector based on Bayesiigrion

algorithm, the fixed threshold is improved. In arde
obtain an adaptive threshold to detect the object,
Bayesian theory is used to define the value under
different circumstances. As we all know, me@hand

variance 0% are very important parameters in signal
processing, in this paper, under some reasonable
hypothesis, a threshold based on mean and variance
obtained. This threshold is a dynamic value whish i
decided by the statistical parameter of every im&me

the optimal threshold can be calculated M and

varianced? is known.

The object detection process with the new algorithm
can be described in 3 steps as following:

(1) Obtain the gray difference imade(i, j) with
background subtraction. In this paper, backgrounagie
is obtained through calculating mean and variarice0o
frames background in the video sequence. So, titeray
can ensure that the background alters with
circumstance. The above algorithm can be expressed

D@, ) =F@ j)-B(@j)
Here, F(i,j) is foreground
background image.
(2) Calculate the optimal judging threshofdl. In
sectionlll, the value off3 has been discussed in detail.
Its value can be written as:

2
g m, +
f=—2 np,+ Tt
m, —m, 2
Here, [ is the optimal threshold which is
determined by mean and variance to separate djent
background. We can see from the formula, if thegienas

different, the value of3 is different.

As we know that in a detected image, moving object
is the interesting subject, background can be sasm
noises. So, the priority probability of object amuises is

the

image, B(i, j) is

p(Hl) =1. Under the
" p(H,)

hypothesis,[3 can be rewritten as:
2 + +
=T jpp,+Metm_mtm
m, —-m, 2 2
So, fis determined by the mean of background and
The reasonable hypothesis can

simplify the calculating process, and realize d teae
system.

same approximately, that j&
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(3) Obtain the binary image according [, if a V. EXPERIMENTAL RESULTS
pixel value of the gray image is bigger th&n the pixel We use 100 images in two video sequences under
is object, otherwise, the pixel is noise. different indoor and outdoor circumstance with eliént
1 |D(i J)| > number object to exam the accuracy of pbject diegpct
EG,j)= ! threshold. The detecting result is showed in table
0, otherwise
Here, E(i, j) is the detected result anH(i, j) is a TABLEL
. ; . DETECTING ACCURACY FOR DIFFERENT THRESHOLD
binary image, there are only two types of pixeltjrthe
value of object equals 1 and the value of noisealsg0. Indoor circumstance Outdoor circumstanck
We can observe the object from it easily. threshold | One Two One Two
In figure 4, the experimental result is given unde e object objects object objects
different circumstance to verify the feasibility thie new threshold |~ 76:6% 68.8% 70.3% 63.5%
algorithm. (a) is foreground with objects and (l3) i Optimal 99.4% 98.7% 08% 96.9%
background. (c) is result after background subivacthe threshold o 0 ° I
gray difference imageD(i, j) is obtained. (d) is the
detecting result with the new algorithm proposedhiis The data shows that the accuracy is better under
paper. indoor circumstance. If there is only one objeciniage,

the accuracy is better. Moreover, if the optimaéghold

is used to detect object, the accuracy is improved
dramatically. The fixed threshold is easy to cause
detection failure, especially when the surroundisg
changing. We can conclude that the optimal threshah
adapt different circumstance, when the number ef th
object is different, it can give better detectiegult, too.

The comparative detecting results between the
traditional fixed threshold method and the new Hthm
proposed in this paper are shown in figure 5.

In this paper, four images are given in two video
sequence under indoor and outdoor circumstance. The
influence of the light is different in the same edd
sequence when person at different position, so, the
threshold should differ from each other. Figureb i@
original detected image, the left two images hawe o
object under indoor circumstance and the right two
images have two objects under outdoor circumstaihge.
is gray difference images after background subitract
Since the position of the object is different, thase is
different in the same video sequence. (c) shows the
binary image when the fixed threshold is 10. We can
conclude from the result, if =10, there is noise in the
detected images, and the indoor circumstance cam gi
better result. Moreover, in the same video sequethee

a b

= - detected result is different with the same thresgshial (d),
the fixed threshold is 15 under indoor circumstasae is
25 under outdoor circumstance. We can see from the
images that there is no noise, but, the objectasmplete,
especially under outdoor circumstance. Additionalie
can see, in the four images, the first image cae pest
result. But, with the same threshold, the object is

©) (d) incomplete in second image. Simultaneously, inriglket
Figure4. Detecting result under different circumsta two outdoor circumstance images, the integrity lod t
(2) The foreground with objects. (b) The backgrbu(t) The gray  same object in different image is unequal. So tkedf
difference image. (d) The detecting result withdpé&mal threshold. threshold is limited. (e) is the detected resulthwan
In the experiment, there are two objects undepptimal dynamic threshold which proposed in thipgra
outdoors and one object under indoors. We can adacl " fact, according to the new algorithm, we carcukite
from the result that there is no noise in the bjrietage that the optimal threshold for the four images unde

and the detecting object is integratedds an optimal indoor and outdoor circumstance is
threshold to detect the object accurately. T,=13831, T,=13145, T,=21560, T, =22827
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(e)
Figure5. Detecting result comparison in two videquences under indoor and outdoor circumstance
(a) The original image under indoor and outdoazwinstance. (b) The gray difference image with beakgd subtraction. (c) The detected result
with fixed threshold 10. (d) The detected resuthviixed threshold 15 and 25. (e) The detectedltr@sth optimal threshold.

The threshold has little change under indoors andnot detect the object accurately from the background, the
great change under outdoors. When the light changesracking task will fail. The algorithm proposed in this
dramatically, the optimal threshold can suit the paper can overcome the effect of the light changing and
circumstance, too. separate the object from the background. The threshold

The distinction can be seen from the experimentwhich determined by the parameter of every image is an
results. The value of fixed threshold is unchangeable, soadaptive value, so, it can conquer the shortcoming that
if the surroundings change, an accurate detected resuthreshold is too big to ensure the object region integrated
can not be obtained. But, if the threshold is dynamic andand the threshold is too small to remove noise from the
its value changes with the mean and variance of thebinary image. The new method can give a better
image, the system can give an excellent result even if theletecting result. The algorithm is based on statistical
circumstance is not steady. model, it can give a better detecting result without any

So, in the same surveillance system, because thélter. So, in the same surveillance system, because the
influence of the circumstance, the fixed threshold can'tinfluence of the circumstance, a fixed threshold can't
realize the detecting task accurately. If the system camealize the detecting task accurately. The optimal

© 2011 ACADEMY PUBLISHER
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threshold proposed in this paper can separate the obje@]Zhu Shiping, Xia Xi , Zhang Qingrong. An edgeteletion
from the background successfully. The threshold which  algorithm in image processing based on point byntpoi
determined by the parameter of every image is an tlhgre(ig?li;gg?ng;at(lggbé)oumal of Optoelectroriieser,
D . o onder I SOOI . Una . K. and A Yz Fest incoporm o
. . - optical flow into active polygons. IEEE Trans. Ineag
mtegrated_and t_he threshold is too small to remove NOISe  pyycess. | 14(6):745-759, (2005).
from the binary image. The new method can give a better[lo]T_ Zhao, R. Nevatia, and B. Wu. Segmentatiord an
detecting result. tracking of multiple humans in crowded environments
IEEE Trans. Pattern Anal. 30( 7):1198-1211, (2008).
VI. CONCLUSIONS [11]dunda Zhu, Yuanwei Lao, and Yuan F. Zheng. €Cibje
Tracking in Structured Environments for Video
When the object is detected in a same video Surveillance. Applications IEEE Transactions omcGits
sequence, because of the change of the light and other and Systems for Video Technology, 20(2): 223-235,
factors, a fixed threshold is limited, and the accuracy of ~ (2010).
the object detection will be affected greatly. In this paper[12]S- K. Zhou, R. Chellappa, and B. Moghaddam.usls
combined with likelihood function, according to tracking and recognition using appearance-adaptive
Bayesian maximum risk estimation and optimal models in particle filters. IEEE Trans. Image Rsx, 13

: ma o o Is oa | (11): 1491-1506, (2004)
judgment criterion, a new dynamic threshold is obtaine [13]L. J. Lateckd, Q. N. Li X. Bai, W. Y. Liu. Shetonization

and the gray difference image is processed to detect " sing SSM of the distance transform. in Proc. |EE®!.

object. The value of the threshold is determined by mean  |mage Process., 5(9):349-352,(2007).

and variance of every image in the video sequence. It i$14]W. Hu, X. Xiao, Z. Fu, D. Xie, T. Tan, and Salybank. A
proved by the experiment that the threshold can adapt the system for learning statistical motion pattern&sBETrans.
change of the surrounding, the new algorithm can  Pattern Anal. Mach. Intel., 28(9): 1450-1464( 2006)

restrain the noise effectively and finish the object [15]LIU D, ZHANG J, DONG W. Temporal profile based
detection accurately. small moving target detection algorithm in Infraiethge

sequences[J]. International Journal of Infrared and
Millimeter Waves, ,28(5):373-381, (2007).
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