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Abstract—Various disasters with serious results are 
reported and happen around our lives. Most of them are 
unconventional contingency events that are difficult to be 
detected and discriminated. Emergency management is an 
important activity dealing with the contingent events. For 
the uncertainty, imperfect, stochastic, fuzzy and disturbed 
environments and the unrecognized characteristics of the 
events, it is hard to make the urgent decision in the context 
of emergency management. Inspired by the higher efficiency 
and special structure of immune system dealing with the 
pathogens, a multi-signal decision model is proposed to 
model the decision process in emergency management. A 
series of decision models and flow are designed to consider 
the context of emergency management. A framework of 
decision support system is designed to incorporate the multi-
signal decision model for practical emergency management. 
However, in the model and the framework, some valuable 
directions are raised and are being studied under the way. 
 
Index Terms—Emergency management; Immune 
intelligence; Danger theory; Multi-signal decision; 
Emergency decision  

I. I.  INTRODUCTION 
Various disasters deprive the home and families from 

many people in the world. The lives and properties are 
facing various contingent events which induce large 
disasters. They are difficult to be predicted and it is too 
urgent to prepare for it. Emergency management has 
become a hot research field. Because of the complex 
environments of them and their unrevealed evolving 
principles, it is very difficult to collect the event status, 
organize the emergency prediction, preparation, relief and 
recovery. The emergency decision recalls novel 
principles for the uncertainty, imperfect and dimension-
missing information and the urgent decision requirements. 
Although there are many uncertainty reasoning and 
decision approaches aiming at the similar conditions, 
facing the complex and urgent emergency management, 
they are weak in practice usage. 

The immune system can be taken as an effective 
emergency management organization in body with valid 
emergency detection, response and decision mechanisms. 
In order to protect the body from invaders and maintain 
the stability of the body, there are many specific principle 

models and structures. Its mechanisms and principles 
have been extracted to design intelligent algorithms and 
systems. In order to detect the pathogens and destroy 
them, the immune system organizes the immune 
components to complete the tasks. Danger theory is a 
novel immune theory to explain the principles that 
immune system expresses its immune functions by. 
Multiple signals are involved in the theory. It is believed 
that the immune function is activated by the danger 
signals that are confirmed by a second signal. The co-
stimulation signal calls the second the signal to make sure 
the invader. Therefore, the system can make decisions to 
destroy them without wrongly damaging the immune 
cells. 

The main contributions of the study include the 
following points. First, the multi-signal mechanism in 
immune system is extracted, which will become a part of 
the field of immune intelligence. Second, inspired by 
immune system, the multi-signal decision model is 
proposed in the context of emergency management. Third, 
a decision support systematic framework is proposed to 
incorporate the multi-signal decision model for 
emergency management. 

The remaining of this paper is organized as follows. In 
Section 2, we introduce the background including 
emergency management, immune intelligence, and the 
immune multi-signal model. In Section 3, the multi-
signal decision model is proposed for emergency 
management. In Section 4, a systematic framework for 
emergency management is designed to incorporate the 
multi-signal decision model. In Section 5, we conclude 
the paper with some remarks as well as future research 
directions. 

 

II. BACKGROUND 

A. Emergent management 
Emergency management has emerged as a hot research 

field as artificial or natural disasters may occur anytime 
around the world with enormous serious consequences. 
Such disasters need quick-responsive emergency systems 
for efficient emergency relief and recovery. Although 
emergency management is vital, it has also raised 
numerous challenging issues, which may not be 
addressed as easily as common management systems. 
Some researcher have devoted to the field and published 
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some important achievements. In the following, the 
research literatures are summarized.  

In emergency management, there are many game 
relations among contingency events and response 
strategies, various levels of departments. Decision 
support platform and mechanisms [1-3] are effective 
approaches to coordinate the relations. Game theory [4] 
and improvisation decision technology [5, 6] are two 
prominent theories for emergency decision. Logistics is 
the main support tool for emergency management, 
especially for emergency relief. Emergency logistics has 
become a hot field in emergency management research.   

The researches on emergency decision are mainly 
focused on the emergency resources preparation and 
scheduling by emergency logistics. 

In the research of design theory of emergency logistics 
network to provide emergency resources, a hierarchical 
network for the time-definite express common carriers is 
proposed in [7]. A emergency response model is studied 
for military or non-military in [8]. In [9], an artificial 
emergency logistics planning system is proposed for 
severe disasters. In [10], the dynamic logistics 
coordination model is proposed to support emergency 
relief. These achievements focus on the path scheduling 
problems for different logistics network and emergency 
constraints. Commonly, only the single transport means is 
considered. In [11], a scenario planning approach is 
proposed under the uncertainty environments for flood 
emergency logistics. In [12], the optimization approach 
based on ant algorithm is study to reduce the disaster 
effects. In [13], the hybrid fuzzy clustering optimization 
approach is proposed for coordination in logistics 
distribution under urgent demands. In [14], the time-
space network model in emergency response is proposed 
for roadway repair and subsequent relief distribution. In 
[15], the emergency logistics planning model is proposed 
for natural disasters. In the proposed logistics planning 
model for decision support system, in the determined 
time range of plan, when new suppliers or transport 
means are available, or there are new requests for relief 
resources, the model is built to optimize the vehicle 
routing problem and the loading/unloading problem so 
that the time-dependent dynamical transport problem is 
solved. In scheduling optimization of emergency logistics 
system, the present research focuses on the efficiency 
improvement. In [16], a multi-objective optimization 
approach is proposed for emergency logistics distribution. 
The objectives are aggregated into a single objective by a 
weight vector. The time and cost of distribution are main 
constraints of the model. In the path optimization of 
emergency logistics, the time objective is mainly 
considered to be minimized. The holistic network model 
for emergency logistics is not studied by researchers yet. 

In order to decrease the uncertainty of emergent 
demands, the robustness of the emergency logistics 
network should be improved. The emergency logistics 
scheduling should consider the stochastic dynamic 
network. In [17], the road network robustness for 
avoiding functional isolation in disasters is studied. In 
[18], a two-stage stochastic programming framework for 

transportation planning in disaster response is proposed. 
In [19], a multi-objective path finding approach in 
stochastic dynamic network is proposed with application 
to routing hazardous materials shipments. 

 

B. Immune intelligence 
Artificial immune system is a computational 

intelligence paradigm, which has found applications in 
data mine [20], scheduling [21], control [22], machine 
learning [23], security [24], optimization [25], and many 
other fields [23]. However, most studies are limited 
within several immune principles and models, including 
clonal selection, negative selection, immune network, and 
danger model, which are utilized independently. 
Moreover, these studies focus on the immune algorithms 
to improve other algorithms or to serve specific problems. 

In the biological view, the components and principles 
in immune system do not operate in isolation, but act as a 
whole by delicate organization. The cytokine network is 
an important way to support coordination among immune 
components. Based on these principles, a few studies 
have captured some systematical requirements and 
proposed some models and frameworks for security of 
information systems or networks. For example, a 
distributed defense system is studied inspired by the 
danger model of immune system [24]. In our previous 
study, the evolutionary features in these frameworks 
should be studied and applied in multi-objective 
optimization[26], the distributed computing systems [27, 
28] and co-evolutionary design [29]. There are many 
models, principles and concepts in immune system. They 
can be employed to build models or design intelligent 
mechanisms for complex systems. 

 

C. Immune multi-signal model 
In 1994, Polly Matzinger proposed the Danger Theory 

[30-32]. It is believed that immune response is activated 
by danger signal other than “self/non-self” discrimination 
(SNSD). The primary reasons are: first, body does not 
necessarily response to any foreign invaders; second, 
“self” in the life of individual is ever changing. However, 
the SNSD theory presumes that the individual immune 
system learned how to discriminate “self” and “non-self” 
in the early stage of its life. The Danger theory 
emphasizes the danger signal which does start up the 
immune response. In this hypothesis, tissue in the center 
position controls the entire process. As shown in Fig. 3, 
the cells in the body can send “danger” (Sig II) or 
“alarm” (Sig 0) signals to APC cells when they are in 
danger status or even natural so that APC can be 
activated in local. Although the theory is lack of 
experimental proofs, it has been applied to explain many 
immune phenomenons. Especially, many models and 
algorithms are proposed for information or network 
security problems inspired by danger model. 

In Danger model as shown in Fig. 1, the SNSD is 
included. B Cells can discriminate the invaders by 
“self/non-self” discrimination theory, and Sig I are 
produced and sent to T Helper cells. After the T Helper 

JOURNAL OF COMPUTERS, VOL. 5, NO. 9, SEPTEMBER 2010 1411

© 2010 ACADEMY PUBLISHER



informs the T Killer cells, the invading pathogens will be 
eliminated. In another way, normal cells, especially 
distressed cells, can send alarm signals (Sig 0) to APC 
and APC can also detect pathogens, followed by which 
co-stimulation signals are sent to T Helper cells. The 
difference of Danger model is that only Sig I without 
confirm signals, Sig II, the immune system tolerates the 
invaders. Sig I with cooperative Sig II can successfully 
activate immune response. 

bacterium

Sig I

B Cell

SigI

T Helper

APC

Sig I

T Killer

Infected
Cell

Normal CellDistressed 
Cell

Sig 0
(Alarm)

Sig II
(Co-Stimulation)

Apoptotic Cell

bacterium

 
Fig. 1. Danger Model 

The signals in the Danger model coordinate to 
determine the status of the invaders and try to destroy it 
in an effective way. The metaphor can be simplified into 
a multi-signal model for decision. The levels of signals 
determine different detection and decision aspects with 
different importance or other specific features for 
decision. The cooperation among them finally makes the 
decision more effectively. The immune system itself can 
be taken as an emergency management organization to 
protect the body and deal with the invader, which can be 
taken as outer contingent events. 

 

III. MULTI-SIGNAL DECISION FOR EMERGENCY 
MANAGEMENT 

Inspired by the multi-signal model in immune system, 
a multi-signal decision model for emergency 
management is proposed. In the following, the decision 
model is studied. 

 

A. Periods of emergency management 
There is no well-accepted classification model of 

periods in emergency management for its complexity and 
variances of environments. In the context of multi-signal 
decision, the variance of decision in emergency 
management is focused so that the four-period is drawn 
as Fig. 2. In practice, before the emergency response for 
relief, there are too many uncertainties and disturbances 
so that the decision is difficult to be made. There are two 
periods are classified, detection and preparing. As soon as 
the emergency condition is determined, for the weak 
economy and urgency of the emergency relief, with the 
support of the government, enterprises and society, the 

emergency of relief and discovery can be under delicate 
control. 

Detection Preparing Response Recovery

Contingent Events Emergency Decision and Relief  
Fig. 2. The four periods of emergency management 

In the period of detection, various sensors in the form 
of physical devices of society organization construct the 
detection network to collect the information of hidden 
contingent events. Then, the information will be used to 
judge whether there is event to happen, and to decide 
whether the preparing process should be started up or not. 
It will produce huge cost if the preparing process is 
started. However, for the time problem, if it is not 
prepared, the risk will be higher. After the prepare 
process is started, it can be canceled when the contingent 
event is confirmed to be eliminated or the detection 
information is unreliable.  

Therefore, in the first two periods, all decisions are 
conducted based on the information of contingent events. 
The uncertainty is the main feature. It is difficult to 
construct a common theory for it. In the second stage, the 
other two periods, the scheduling of the resources is the 
main job. Compared with the former, it is more 
determined.  

Because of the increasing frequency of huge disasters 
and unconventional contingent events with serious social 
damages, the detector network and the resource provider 
network are gradually settled. The possibility and 
accuracy of emergency prediction will be more and more 
correct. In another aspect, considering the heavy damages, 
the higher risk and cost can be accepted by the 
governments and societies. 

Define abbreviations and acronyms the first time they 
are used in the text, even after they have been defined in 
the abstract. Abbreviations such as IEEE, SI, MKS, CGS, 
sc, dc, and rms do not have to be defined. Do not use 
abbreviations in the title or heads unless they are 
unavoidable. 

 

B. Two-signal decision flow in detection and preparing 
As studied in the previous subsection, the detection 

and preparing periods are full of uncertainties and lack of 
determined decision approaches. In Fig. 3, the decision 
process flow is summarized. The detectors are sensors 
around the possible sources of contingent events and 
environments. The convenient or cheap set of them 
provide the SigI . After the information fusion process 
and simple judge process to determine its validity and 
reliability, the risk evaluation process will compare the 
accepted signal with the feature of database of contingent 
events and decide whether the co-stimulation signal 
should be sent. All these processes of decision are 
conducted by the principles of contingent events, and the 
main purpose is to predict its status. In Fig.3, the decision 
process involves the discrimination of contingent events 
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and the resources. It is called contingent events because it 
is difficult to be predicted in advance. Therefore, the 
relief in time and the lower cost are focused on. The 
decision process determined whether the prepare process 
should be started. The type, degree, scope and the 
predicted evolutionary processes are the results of 
decision about the contingent events. Moreover, they are 
inputs for resources scheduling. The prepare process is 
coordinative process among different departments of 
resources providers and the emergency management 
organizations. The time, cost and feasibility are important 
information to be considered in resource preparing 
schedule. 

Fusion

Fusion

C
ontingent Event and 

Environm
ent

Judge Risk Evaluation

Co-Stimulation

Decision

Judge

Prepare

Type
Degree
Range

Principles and Prediction of Contingent Events Resources

Coordination

Sig I

Sig II

Time
Cost
Feasibility

Multi-Signal Decision
Detector

Fig. 3. The detection and preparing flow in emergency management

The decisions for the status of the contingent events 
are achieved by the two-signal model. By co-stimulation, 
the decision will start the detectors for confirmation with 
different signal collection devices or technologies. They 
will be taken as confirmation. Of course, they are 
commonly expensive so that it can not be used as daytime 
signal collection. The need of the second signal may 
involve the following reasons. First, the signal collection 
process involves cost and time. Second, there are full of 
complex uncertainty so that single type of signals is 
insufficient to judge the event type and strength. Third, 
the complexity of contingent events makes it difficult to 
confirm them and discriminate them without multiple 
aspects of feature data. 

 

C. The detailed multi-signal decision flow in detection 
and preparing 

The practical environment of contingent events and 
their evolving principles are far more complex than the 
conditions that two-signal model can represent. However, 
because of the urgency of emergency management, and 
its impossibility to obtain the perfect information for 
judge and decision, the simplified multi-signal decision 
model has its feasibility and rationality. In Fig. 4, the 
process flow is depicted to show the detailed steps of the 
model considering the complex environment. 

Although it is accepted that it is impossible to predict 
the contingent events and prevent it with exact valid 
approaches, the detector network is still keeping track of 
the possible sources and environments of the contingent 
events. How can the detector network be designed is 
another important topic in information acquisition field 
full of challenges.  

The detectors in the network have two types. One 
keeps track of the contingent events all the time in fast, 
cheap and convenient way. Correspondingly, they can 
detect the exceptions but can not make it sure. Compared 
with normal status, the emergency status is still 

exceptional. It is impossible in economy and possibly 
technology to inspect all the possible contingent events in 
the same higher level. However, another type is a more 
expensive and precise detection way. The possible 
contingent can be confirmed by this signal in a large 
extent. Because of the complexity of the real-world 
emergency, it is impossible to judge the status very 
exactly before its explosion. 
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Fig. 4. The multi-signal decision process for emergency 
management 

After the signal is collected, in the judge process, the 
concrete type or type set of contingent events will be 
determined by matching the features in the database. The 
history rule data and experiment discrimination 
knowledge are important in this stage. In this study, it is 
not deeply studied. However, according to one type of 
signal, it is difficult to judge the type of contingent event 
for its complexity. The uncertainty reasoning theories are 
employed to discover the event types. The result events 
are classified into three categories in this study. First, the 
one-signal event can be determined by a single type of 
signal. In theory, it may exist, for contingent event, it 
looks impossible. Second, the two-signal event can be 
determined by two signals, the SigI  and SigII . The 
different features of the two signals have been studied 
above. Third, the multi-signal events can not be 
confirmed by two signals. Maybe any contingent event is 
multi-signal events. However, as studied above, it is 
impossible to collection all exact information of it. 
Therefore, by analytical and reasoning skills, it must be 
transferred into two-signal event. Therefore, the 
contingent events are all unified into two-signal events 
and the can be deal with the same principles and models. 
In an alterative explanation, the multi-signal can be 
divided into multiple hierarchies of two-signal. Therefore, 
the reasoning and the judge skills can be used to make the 
decision. 

The multi-signal is transferred into two-signal, where 
the risk is raised. First, it is simplified approach, where 
the dimensional information is neglected. Second, the two 
signals or one signal is determined by the principle on 
history information, which can not represent the evolving 
characteristics of contingent events. The risk evaluation 
knowledge is still not focused here.  
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Then, the request for the SigII  is raised by sending the 
co-stimulation signals to the controllers of the 
corresponding detectors followed the same flow of the 
first signal to obtain the judge. By incorporating the two 
signals or hierarchies of it, the decision should be made, 
to prepare for the event or not. The confirmation of the 
first signal produces cost. However, the preparing process 
will produce large cost. The decision is made by the 
authorized emergency management organization and 
executed by the resources provider. The preparation is to 
reduce the response time delay. The event type, scope and 
degree are main information for preparation. The decision 
maker and the providers will coordinate to make the 
preparation schedule. The time and amount for the 
specific resources and the feasibility for emergency relief 
are the main response information from the providers.  

It is noted that the two-signal decision works in a 
continuous way during the whole decision process with 
levels. Therefore, the decision will be altered according 
to the evolving status of the hidden contingent events. 
The decision can be overwhelmed. The preparation 
process can be cancelled or suspended. The main purpose 
is to balance the cost and the urgency. 

 

IV. EMERGENCY MANAGEMENT SYSTEM BASED ON 
TWO-SIGNAL DECISION MODEL  

With the inspirations and the features of emergency 
management, the multi-signal decision model is studied 
in the previous section. In this section, the framework of 
the decision support is studied. 

An information management and decision support 
system is proposed to incorporating the two-signal 
decision model. In Fig. 5, a framework of the decision 
support system is shown for emergency management. 
The system is composed of seven modules.  

(1) Detector management and data acquisition is a 
module to manage and control the detector network. It 
provides the signal data for decision. There are several 
tasks. First, the design and deployment of the detector 
network largely determine the managed contingent events 
and the possibly signals to be detected. Second, the 
design of detector devices or mechanisms tries to collect 
the information from various sources representing the 
status of contingent events. Third, the signal filter, 
information fusion, cleaning and transferring are to 
generate meaningful input for the feature matching 
module. 

(2) The feature matching module finds out the matched 
types of contingent events by comparing the signal 
features with the feature database of contingent events. In 
this module, the pattern matching and other matching 
skills will be employed to find out the events with 
probability or trust levels.  

(3) The feature knowledge management module 
maintains the database of features of contingent events. 
The contingent events are evolving so that it is critical to 
settle a perfect database to manage the features of them. 
The form of the knowledge can be production rules, or 
other representation of knowledge for decision. After 

each explosion of contingent event, the database should 
be updated a lot to improve the quality of the origin 
dataset, and append new set of rules. 

(4) The multi-signal decision model is a key module to 
manage the signal composition and the flow. First, by 
feature matching, the contingent events are to be judged. 
Second, the event types, one-signal, two-signal and multi-
signal are decided. Third, the multi-signal is transferred 
into two-signal. Fourth, the risk is evaluated by the risk 
management module. Fifth, the confirmation signal is 
activated and processed.  

(5) The risk management is to provide systematic ways 
to reduce the risk in the uncertainty environments. The 
signal reduction model makes the decision faster and 
more feasible with the cost of higher risk. However, 
without faster decision, maybe higher risk will be faced. 

(6) The preparation decision module decides to prepare 
or not prepare for the possible contingent events. If it is 
prepared for, the emergency relief will be more effective, 
where as it produces large cost if the event is not 
explosion. Facing the possibility of huge disasters, the 
optimization skills should be employed. But the 
importance is to make the rules for decision under the 
settings of practical resources and supports from the 
government and society. Various decision models can 
find their positions and value in this module. 

(7) The integration and coordination module makes the 
system a whole with efficiency. There are two types of 
integration. The first is between the different levels of 
emergency management organizations. Commonly, they 
are organized in a hierarchy form. The second is between 
the emergency management organization and the 
resource providers. Of course, at the same time, the 
coordination among them helps to keep the higher 
efficiency of operations. 

By the above seven modules, the two databases, the 
system can be constructed to support efficient multi-
signal decision for emergency management in the periods 
of detection and preparation. 

 

V. CONCLUSIONS 
Emergency management is becoming an important 

field dealing with the contingent events and disasters. The 
characteristics of contingent events and the complex 
environments make the emergency decision very difficult. 
The uncertain and imperfect information, the evolving 
structures and function principles of contingent events, 
make the traditional decision approach based on perfect 
and robust premises unsuitable for emergency decision. 
The immune-inspired multi-signal decision model 
introduces a novel model for emergency decision to 
consider the specific conditions and objectives of 
emergency management. The model is studied and a 
decision support framework is proposed. The study aims 
at a practical and important problem faced by the 
governments and society. The results can be referenced 
for emergency management system and theories. 
However, the research also raises some difficulties as 
new directions. First, the design of detector network is 
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critical for the discovery and discrimination of contingent 
events. Second, the theory of multi-signal decision should 
be furthered to perfect the foundation. Third, the 
hierarchical decision process should be modeled and 
optimized to consider the more concrete conditions and 
objectives. In this study, only the holistic framework is 
proposed. Other topics and directions will be published in 
the future study. 

 

ACKNOWLEDGMENT 

This work was supported in part by the Innovation 
Program of Shanghai Municipal Education Commission 
(No. 10YZ115), high-tech research and development 
program of China (No. 2007AA04Z105), Shanghai 
Science Commission Capability Construction Project (No. 
071705107), Shanghai Science Commission Project (No. 
09DZ2250400), Shanghai Science Commission 
International Cooperation Project (No. 09530708200), 
National Natural Science Foundation of China (No. 
70871075) and Shanghai Municipal Science Commission 
Local University Capability Project (No. 08170511300). 

REFERENCES 

[1] S. Parsa, F.-A. Parand, Cooperative decision making in a 
knowledge grid environment. Future Generation Computer 
Systems, 2007. 23(8): 932-938. 

[2] H. Wang, L. Liao, A framework of constraint-based 
modeling for cooperative decision systems. Knowledge-
Based Systems, 1997. 10(2): 111-120. 

[3] C.-H. Yeh, Y.-H. Chang, Modeling subjective evaluation for 
fuzzy group multicriteria decision making. European 
Journal of Operational Research, 2009. 194(2): 464-473. 

[4] F.G. Radmacher, W. Thomas, A Game Theoretic Approach 
to the Analysis of Dynamic Networks. Electronic Notes in 
Theoretical Computer Science, 2008. 200(2): 21-37. 

[5] D. Mendonça, G.E.G. Beroggi, W.A. Wallace, Decision 
support for improvisation during emergency response 
operations. International Journal of Emergency Management, 
2001. 1(1): 30-40. 

[6] D. Mendonça, Decision support for improvisation in 
response to extreme events: Learning from the response to 
the 2001 World Trade Center attack. Decision Support 
Systems, 2007. 43(3): 952-967. 

[7] C.-Q. Lin, S.-H. Chen, The Hierarchical Network Design 
Problem For Time-definite Express Common Carriers. 
Transportation Research Part B, 2004. 38(3): 271-283. 

[8] S.J. Pettit, A.K.C. Beresford, Emergency relief logistics: an 
evaluation of military, non-military and composite response 
models. International Journal of Logistics: Research & 
Applications, 2005. 8(4): 313-331. 

[9] L.F. Li, S.M. Tang, An Artificial Emergency-Logistics-
Planning System For Severe Disasters. IEEE Intelligent 
Systems, 2008. 23(4): 86-88. 

[10] W. Yi, L. Ozdamar, A dynamic logistics coordination 
model for evacuation and support in disaster response 
activities. European Journal of Operational Research, 2007. 
179(3): 1177-1193. 

[11] M.S. Chang, Y.L. Tseng, J.W. Chen, A Scenario Planning 
Approach for the Flood Emergency Logistics Preparation 
Problem Under Uncertainty. Transportation Research Part E: 
logistics and Transportation Review, 2007. 43(6): 737-754. 

[12] W. Yi, A. Kumar, Ant Colony Optimization For Disaster 
Relief Operations. Transportation Research Part E: Logistics 
And Transportation Review, 2007. 43(6): 660-672. 

[13] J.B. Sheu, An emergency logistics distribution approach 
for quick response to urgent relief demand in disasters. 
Transportation Research Part E: Logistics And 
Transportation Review, 2007. 43(6): 687-709. 

[14] S.-Y. Yan, Y.-L. Shih, Optimal scheduling of emergency 
roadway repair and subsequent relief distribution. 
Computers & Operations Research, 2009. 36(9): 2049-2065. 

[15] L. Özdamar, E. Ekinci, B. Küçükyazici, Emergency 
Logistics Planning in Natural Disasters. Annals of 
Operations Research, 2004(129): 217-245. 

[16] L. Ming, Z. Lin-Du. A composite weighted multi-objective 
optimal approach for emergency logistics distribution. in 
IEEE International Conference on Industrial Engineering 
and Engineering Management. 2007 pp.968-972. 

[17] H. Sakakibara, Y. Kajitani, N. Okada, Road Network 
Robustness for Avoiding Functional Isolation in Disasters. 
Journal of Transportation Engineering, 2004. 130(5): 560-
567. 

[18] G. Barbarosoglu, Y. Arda, A two-stage stochastic 
programming framework for transportation planning in 
disaster response. Journal of the Operational Research 
Society, 2004. 55(1): 43-53. 

[19] T.-S. Chang, L.K. Nozick, M.A. Turnquist, Multiobjective 
path finding in stochastic dynamic networks, with 
application to routing hazardous materials shipments. 
Transportation Science, 2005. 39(3): 383-399. 

[20] M. Bereta, T. Burczynski, Immune K-means and negative 
selection algorithms for data analysis. Information Sciences, 
2009. 179(10): 1407-1425. 

[21] G.-C. Luh, C.-H. Chueh, A multi-modal immune algorithm 
for the job-shop scheduling problem. Information Sciences, 
2009. 179(10): 1516-1532. 

[22] A. Kalinli, N. Karaboga, Artificial immune algorithm for 
IIR filter design. Engineering Applications of Artificial 
Intelligence, 2005. 18(8): 919-929. 

[23] J. Timmis, A. Hone, T. Stibor, E. Clark, Theoretical 
advances in artificial immune systems. Theoretical 
Computer Science, 2008. 403(1): 11-32. 

[24] M. Swimmer, Using the danger model of immune systems 
for distributed defense in modern data networks. Computer 
Networks, 2007. 51(5): 1315-1333. 

[25] Z. Hu, Y. Ding, Q. Shao, Immune co-evolutionary 
algorithm based partition balancing optimization for tobacco 
distribution system. Expert Systems with Applications, 2009. 
36(3, Part 1): 5248-5255. 

[26] Z.-H. Hu, A Multiobjective Immune Algorithm Based on a 
Multiple-Affinity Model. European Journal of Operational 
Research, 2009. In Press, Accepted Manuscript. 

[27] Z.-H. Hu, Y.-S. Ding, An immune inspired co-evolutionary 
affinity network for prefetching of distributed object. 
Journal of Parallel and Distributed Computing, 2009. In 
Press, Corrected Proof. 

[28] Y.-S. Ding, Z.-H. Hu, H.-B. Sun, An antibody network 
inspired evolutionary framework for distributed object 
computing. Information Sciences, 2008. 178(24): 4619-4631. 

[29] Z.-H. Hu, Y.-S. Ding, W.-B. Zhang, Q. Yan, An interactive 
co-evolutionary CAD system for garment pattern design. 
Computer-Aided Design, 2008. 40(12): 1094-1104. 

[30] P. Matzinger, Tolerance, danger, and the extended family. 
Ann. Rev. Immunol., 1994. 12: 991-1045. 

[31] P. Matzinger, The danger model: a renewed sense of self. 
Science, 2002. 296: 301-305. 

[32] P. Matzinger, Friendly and dangerous signals: is the tissue 
in control? Nat. Immunol., 2007. 8: 11-13. 

JOURNAL OF COMPUTERS, VOL. 5, NO. 9, SEPTEMBER 2010 1415

© 2010 ACADEMY PUBLISHER



 
 
Zhi-Hua Hu was born in Ningxiang, Hunan Province, China, in 
1977. He received his Ph.D degree in Control Theory and 
Engineering from Donghua University, China, in 2009, and 
Master degree in Software Theory from Shanghai Computation 
Technology Research Institute, China, in 2006. 

Currently, he is a researcher in the Logistics Research Center 
of Shanghai Maritime University, China since 2006. His 
research interests include: logistics system and optimization, 
supply chain management and optimization, distributed 
computation and intelligent computation. 

 
 

 

1416 JOURNAL OF COMPUTERS, VOL. 5, NO. 9, SEPTEMBER 2010

© 2010 ACADEMY PUBLISHER


