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Abstract— Existing clustering ensemble algorithms for 
partitioning data need to know the generating process of 
clustering members clearly and most of them are not 
suitable to categorical data. In order to partition categorical 
data conveniently, at same time broaden the application of 
clustering ensemble, a fuzzy clustering ensemble algorithm 
was proposed in this paper, which not only can be used to 
classify categorical data, but also be used to combine results 
of multi clustering for numerical data or mixed categorical 
and numerical data. The proposed algorithm firstly made 
use of relationship degree between different attributes to 
prune part of attributes. Next, took the distribution of 
clustering members into account, Descartes subset and 
relationship degree between any two different objects were 
used for establishing the relationships between objects, 
which were under unsupervised circumstances and could 
get the minimum value of objective function of clustering 
and obtain corresponding optimal partitions. Then, choose 
the number of clusters satisfying the difference and 
differential rate of objective function local maximum as the 
optimal number of clusters and its corresponding partitions 
are optimal clustering. Finally, the proposed algorithm was 
applied in Synthesis dataset, Fellow-Small dataset, Zoo 
dataset, and results show the algorithm is effective and 
feasible.  
 
Index Terms— fuzzy clustering; clustering ensemble; 
relationship degree; k-means clustering 
 

I.  INTRODUCTION 

Clustering is to group data points into several clusters 
and makes the intra-cluster similarity maximized and the 
inter-cluster similarity minimized [1], [2], [3]. Various 
types of clustering methods have been proposed and 
developed in [4]. Most clustering algorithms are used to 
partition numerical data whose inherent geometric 
properties can be exploited naturally to define distance 
functions between data points. However, some practical 
data is categorical and their values cannot be naturally 
ordered as numerical values. An example of categorical 
attribute given in [3] is shape whose values include circle, 
rectangle, ellipse, etc. K-means algorithm is a classical 
clustering algorithm, and it is well known for its 
efficiency in clustering large data sets [4], [5], [6], [7], 
however, it is usually used for numerical data and 
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becomes useless for partitioning categorical data or 
mixed data. Due to the special properties of categorical 
attributes, the clustering of categorical data seems more 
complicated than that of numerical data. Many algorithms 
have been proposed for clustering categorical data in 
recent years [8]. K-modes algorithm and k-prototypes 
algorithm advanced by Huang spread the k-means 
algorithm for partitioning categorical data and mixed data 
[9], [10]. Many existing algorithms for partitioning 
categorical data and mixed data tend to be instable, 
random and poor accuracy [11]. 

Recently, ensemble learning technology has been 
widely used in many areas, such as biology feature 
recognition, Computer-aided medical diagnosis, text 
recognition, web information filtering, analysis of seismic 
waves, etc. Early research on ensemble learning 
technology focus on supervised learning, and the research 
on unsupervised learning, equaling to clustering ensemble, 
is in the initial stage [12], [13]. Clustering ensemble is to 
integrate some results of some existing clustering 
partitions for higher quality and better robust, and Topchy 
proved that the ensemble method can be better than 
anyone clustering algorithm in [14], [15]. 

The FCESNC (Fuzzy clustering ensemble with 
selection of number of clusters) algorithm is proposed in 
this paper and it can be used to partition categorical data 
or mixed data. FCESNC makes use of the relationship 
degree of any two different attributes to prune some 
attributes that are comparatively less influencing the 
results of clustering, which reduces the calculation 
amount. Then, according to the distribution of cluster 
members, m Descartes subset and relationship degree 
between objects were used for establishing the 
relationships between objects under unsupervised 
circumstance and got the minimum value of objective 
function of clustering. Then select the number of clusters 
while the difference and differential rate of objective 
function are local maximum, which will obtain the 
optimal number of clusters and is crucial to get the results 
of clustering. 

This paper is organized as follows. Section 2 presents 
review on related work. In section 3, the FCESNC 
algorithm was proposed, and gives the steps and analysis 
the complexity. Instances are given in Section 4 and 
Section 5 concludes the paper. 

II.  RELATED WORK 
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Figure1. Taxonomy of different approaches to clustering combination; 
top side: different approaches how to obtain the diversity in clustering; 

bottom side: different consensus function to find the clustering 
ensemble. 

Clustering ensemble/clustering combination were 
proposed by A. Strehl and J. Ghost in [2]. The Recently, 
the study mainly focused on two aspects, one is how to 
produce efficient clustering memberships and another is 
how to design the objective function for merging 
clustering membership [13], and the different clustering 
ensemble algorithms are given in [16] as shown in Figure 
1. 

A.  Producing Clustering Memberships 
K-means algorithm is also a classical method for 

producing membership, which randomly selects the initial 
cores and number of clusters, then training particular 
times, and then obtains the memberships. The algorithm 
lows complexity and is suitable to small data. However, 
k-means algorithm won’t be suitable to partition multi-
dimension data or complex data. 

Reference [17] uses random sampling to produce sub-
dataset, which is thought to reflect the structure of dataset 
and real distribution. Reference [18] made use of 
Bootstrap to establish memberships. Reference [19] 
mainly researched on combining multi-weak clustering, 
which is similar to clustering ensemble. Reference [20] 
adopted random projection for high Dimensional Data 
Clustering to produce memberships. Reference [21] used 
adaptive clustering ensemble, the memberships of which 
were produced on a particular sequence and k-means 
algorithm was used to partition dataset every time, and 
authors used one parameter to verify the probability that 
one point was abstracted. Reference [22] focused on the 
difference degree of memberships and the bigger 
difference degree, the better the clustering. 

B.  Designing the Objective Function 
Reference [2] proposed three different methods for 

ensemble memberships of clustering, which adopted co-
association matrix, hyper graph. Reference [23], [24] 
used EA (Evidence Accumulation) method to get the 
final results using co-association matrix. The WSnnG 
(Weighed Shared nearest neighbors Graph) was advanced 
in [25], which made co-association matrix to sparse and 
then get the final results. Reference [26] proposed HBGF 
(Hybrid Bipartite Graph Formulation) method, which 
produced a bipartite graph, if a point belongs to one 
cluster, then used an edge between the point and the core 
of the cluster. Then the graph theory was used to get the 
results. Reference [27] proposed a algorithm called 
JSDCC (Jensen-Shannon Divergence based Clustering 
Combination), which abstracted a joint distribution model 
from co-association matrix, next computed the value of 
Jensen-Shannon between data point and model, and then 
decided which cluster the point should belong, another 
algorithm took the results of clustering to be the original 
features of data points, which mapped the memberships 
to data points, and the used Kerouac method to complete 
clustering. 

In the process of clustering ensemble, above all, we 
should generate m clustering memberships of dataset X 
and then merge the results of these m clustering 
memberships according to the mutual function. The 
research on the design of mutual function is a hot topic in 
clustering ensemble. All of CEMC (cluster ensemble 
based mixed attribute cluster) in [20], and the mixed 
method of CDC (Categorical data clustering) algorithm 
and CE (cluster ensemble) in [3] partition categorical data 
by drawing on the idea of clustering ensemble algorithm. 
However, these algorithms need to know the generating 
methods of the clustering memberships. The calculation 
process with a larger amount of data is so complex that 
will not be able to run, and greatly affect the efficiency of 
the algorithm while only know the results and do not 
understand the generation of cluster memberships. 

III.  FCESNC ALGORITHM 

Assume there are n data points X={x1,x2,…,xn} with m 
attributes, and the ith attribute has ki different values and 
its weight is wi. We can get a partition on the attribute as 
(1). 

 },,{ ,2,1, mkiiii CCCR L= , mi ≤≤1 . (1) 

Here, Ri is the partition on the ith attribute that 
denotes results of the ith clustering, Ci,j is the jth cluster 

of the ith partition, and ∑
=

=
m

i
iw

1
1.  

By inspiring from [3], we know that partition on each 
attribute can be regarded as a clustering membership, and 
then obtain m clustering memberships R={R1,R2,…,Rm}, 
and there are kith clusters in Ri. 

A.  Definitions 
Definition1: m subset of Descartes 

),,,( 21 m
m jjjC L  is an intersection among all m 
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clusters, which come from m clustering memberships and 
any two do not come from the same and the number of 
elements is more than one as (2). 
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Here, mikj ii ,,2,1,1 L=≤≤ , 1|),,,(| 21 >m
m jjjC L , 

ijiC ,  is the jith cluster of ith clustering membership. 
In order to present the research figuratively, the 

relationship degree between objects is introduced. 
Definition2: relationship degree between objects xl 

and xh is denoted as (3). 
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Here, wi is the weight of the ith attribute, and 

∑
=
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m

i
iw

1
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BAxBxAxBA phl I∈∈∈∃= ,,,,β . 
In order to illustrate the definition mentioned above, an 

example can be showed as follows. 

TABLE I   EXAMPLE 

object 
Attributes 

A1 A2 

x1 a c 

x2 b c 

x3 a d 

x4 a c 

There are three objects with two attributes in Table I, 
given the weights of attributes are 0.4 and 0.6. 

We can get the partition R1 on A1 and R2 on A2 are  
R1= {{x1, x3, x4}, {x2}}; 
R2= {{x1, x2, x4}, {x3}}. 
The m subset of Descartes ),,,( 21 m

m jjjC L  is C2 
(j1, j2) ={x1, x4}.  The relationship degree matrix can be shown as Table 
II. 

TABLE II   RELATIONSHIP DEGREE MATRIX 

 x1 x2 x3 x4

x1 1 0.6 0.4 1 

x2 0.6 1 0.27 0.6 

x3 0.4 0.27 1 0.4 

x4 1 0.6 0.4 1 

B.  Algorithm for Pruning Redundant Attributes 
In practice, there are many data with a lot of attributes, 

which are interrelated to each other. The greater the 
possibility of one attribute decided by attributes, the 
higher the opportunity that it a redundant attribute. 
Redundant attributes reduce the efficiency of the 
algorithm and possibly affect the accuracy. Thereby, we 
should prune redundant attributes before adopting 
learning algorithms. 

The relationship degree between attributes is used for 
pruning redundant attributes in this paper. 

Definition3: Relationship degree of attributes as and 
at is denoted as (4). 
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Here, if || ,, ts itis CC I =1, because of the definition 1 

1|),,,(| 21 >m
m jjjC L , || ,, ts itis CC I =0. 

First, we should give the minimum relationship degree 
between attributes Rmin, and then we can get a half-angle 
matrix according to Definition3. If the relationship degree 
between two attributes is large than Rmin, one can be 
pruned. If many the relationship degrees between an 
attribute and other attributes are large than Rmin, the 
attribute should be reserved and others should be pruned. 
C.  Objective Function  

We give the objective function as (5). Let k fixed, the 
partition satisfying F minimum is the optimal partition. 
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here }1,0{=ljτ  is the membership degree of the jth 

object belonging to the lth cluster, lc  is center of the lth 
cluster, xj is the jth object, m is the number of clusters and 
the strength of the incentive for clustering on more 
dimensions is controlled by the condition of the 
parameter 0>γ , )],(1[ jllj xcRD −= is the distance 
between the jth object and core of cluster that it belongs, 

[ ]),(1 xcRD ll −= is the average distance among 
distances of objects in lth cluster to their core. 

Proof: If all objects are in true clusters, which equals 
to that the inside distance among objects in a cluster is 
minimum and distance among objects in different clusters 
is maximum. Therefore, the inside distance 

∑∑
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minimum. 
Let T fixed, and we can get C according to (6). 
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Let C fixed, we can get T according to (7). 
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According to (5), we know that the smaller of the 
distance between objects in the same cluster, the larger 
the relationship degree between them, and the smaller the 
F, and the larger the distance between objects from 
different clusters, the smaller the F. Therefore, if k fixed, 
the formula (5) satisfies the aim of clustering that the 
distance between objects in a cluster is as small as 
possible and that in different clusters is as large as 
possible. 

If k is unknown, we can obtain its value according (6) 
and (7). From Reference [28], we know that the optimal 
number of clusters nk ≤ , so the scope of k value 

is ],1[ n . 
The difference of objective function )(kFΔ is 

denoted as (8). 

 )1()()( +−=Δ kFkFkF  (8) 

The differential rate of objective function )(ˆ kF is 
denoted as (9). 

 
)(
)()(ˆ

kF
kFkF Δ

=  (8) 

The k satisfying both of )(kFΔ and )(ˆ kF  local 
maximum is the optimal value. 
D.  Processes of FCESNC 

FCESNC algorithm can be shown as follows: 
1. Init  parameters,  objects  X,  minimum 

relationship degree between attributes Rmin, number of 
clusters  k,  weight  W={wi},  the  maximum  iteration 
number Z. 

2. Prune redundant attributes according to Rmin. 
3. Search for  2→m  subsets of Descartes. 
4. Let iteration number z=1, search for k sets with 

maximum  subsets of Descartes, and  choose one object 
from each of them as initial k cores lc . 

5. Compute  the  membership  degree  ljτ  of  xj 

belonging to the lth cluster. 
6. Compute the value of objective function F. 
7. If z+1>Z or  the cores  fixed, stop  the algorithm, 

else go to 8. 
Compute  cli,  and  search  for  the  nearest  object  to  cli 

from X as the new core, and let z=z+1, go to 5.
 

IV.  INSTANCES 

The proposed algorithm was firstly used for 
partitioning Synthesis dataset, and then for classifying 
practical Yellow-small dataset and Zoo dataset from UCI 
dataset in [29]. Because categorical data is difficult to be 
denoted in Figure, we can just show the value of 
objective in Figure. 

A.  Synthesis dataset 
There are 30 practical points needing to be classified, 

and their proper partitions are {{1-10}, {11-20}, {21-
30}}, where number j denotes the jth point. TABLE III 
gives results of 9 different clustering, which can be 
results of partitioning categorical data, numerical data or 
mixed data. 

TABLE III   ERROR RATE OF DIFFERENT ALGORITHM 

Serial 
Number Clustering Memberships 

1 {1-30} 

2 {{1-17,20,25},{18-19,21-24,26-30}} 

3 {{1-6,8-9,13,21},{7,11-12,14,16-18,20,25},{10,15,19,22-
24,26-30}} 

4 {{1-9,12,},{10-11,13-17,23-24},{18-22,25-30}} 

5 {{1-7,9-11},{8,12-18,20,25},{19,21-24,26-30}} 

6 {{1-8,10-11},{9,12-18,25},{19-24,26-30}} 

7 {{1-7,9-11},{8,12-17,20},{18-19,21-30}} 

8 {{1-11},{12-17},{19,21-24,26-30},{18,20,25}} 

9 {{1-7,9-11},{12-17},{19,21-24,26-30}{8},{18,20,25}} 

Then we know that there will be 9 clustering 
memberships, and assume that all memberships have 
same weight because we don’t know which result of 
membership is best, we just think that their same 
probabilities are equal to others, so we can ignore weights 
of memberships. At the same time, we know that 1th 
membership just has one cluster, and we can prune it 
from memberships, which are similar to prune attributes 
from dataset, or we can reserve it in the memberships, 
which don’t influence the results. 

Next, we can get the objective function F(k), 
difference )(kFΔ and differential rate )(ˆ kF of objective 
function according to processes of FCESNC, which can 
be shown as Figure.2, Figure.3 and Figure.4. 
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Figure 2.  Objective function F(k) 

 
Figure 3.  Difference )(kFΔ  of objective function 

 
Figure 4.  Differential rate )(ˆ kF of objective function 

From Figure 3 and Figure 4, we know that the optimal 
k for this instance is 3, which is correct. For k=3, we get 
the result is {{1-11}, {12-18, 20, 25}, {19, 21-24, 26-30}} 
and its error rate is 0.1, which is better than any 
membership with k=3. 
B.  Yellow-Small Dataset 

The yellow-small dataset includes 20 objects with 4 
attributes, whose weight W={0.2,0.2,0.3,0.3}, according 
to FCESNC algorithm, we get results as TABLE IV. 

TABLE IV   RELATIONSHIP DEGREE MATRIX 

Value of k F(k) )(kFΔ  )(ˆ kF  

1 4.59 0.04 0.01 

2 4.63 0.74 0.16 

3 3.89 0.56 0.14 

4 3.33 0 0 

The results can also be shown in Figure 5, Figure 6, 
Figure 7. 

 
Figure 5.  The value of F(k) with different k 

 
Figure 6.  The value of )(kFΔ with different k 

 
Figure 7.  The value of )(ˆ kF with different k 

Then we can obtain the optimal k according to (8) and 
(9). Because there is only one local maximum of 
difference and differential rate of objective function, so 
optimal k =2, and the error rate of its results of clustering 
is 0.05, which is fully consistent to the goal. 

C.  Zoo Dataset 
Zoo dataset includes 101 objects with 16 attributes, 

which are related to each other. For example, Mammals 
are hair, blood, and breast-feeding animals, attributes of 
being Mammals and related to being hair, we can prune 
the attribute hair. 

In Zoo dataset, we let Rmin= 0.8, and finally we get 8 
attributes for clustering, which are {4, 5, 7, 9, 10, 11, 13, 
16}, the Arabic numerals are the labeling of attributes. 
Let wi =0.125 for these 8 attributes. 

Then, according to the processes of FCESNC, we can 
get the objective function F(k), difference )(kFΔ and 
differential rate )(ˆ kF of objective function as shown in 
Figure.8, Figure.9 and Figure.10. 
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Figure 8.  Objective function F(k) 

 
Figure 9.  Difference )(kFΔ  of objective function 

 
Figure 10.  Differential rate )(ˆ kF of objective function 

Figure.8 denotes the change of value of objective 
function F(k) with the change of k. 

Figure.9 and Figure.10 show that change of difference 
)(kFΔ and differential rate )(ˆ kF of objective function 

with the change of k. At the same time, we know that 
difference and differential rate of objective function are 
local maximum while k=2,7,9, and corresponding values 
are: 

66.3)2( =ΔF , 42.0)7( =ΔF , 53.0)9( =ΔF  
39.0)2(ˆ =F , 06.0)7(ˆ =F , 09.0)9(ˆ =F   

So results while k=2, 7, 9 are relatively better than 
others. Comparing with the goal, the results with k=7 are 
shown in Table V. 

TABLE V   RESULTS OF FCESNC WHILE K=7 

ith 
Cluster Objects in Each Cluster 

1 { 1-2,4-7,10-11,18,20,23,29-30,32-33,36-37, 
45-46,48-51,55-56,64-71, 75-76,85,94-95,97,99} 

2 {3,8-9,13-14,19,35,39, 
61-63,74,77,81,83,87,93} 

3 {12,17,21-22,24,28,34,38,44, 
57-60,72,79-80,84,88,91,96,101} 

4 {25,31,40-41,43,52,82,89,98,100} 

5 {26-27,42,53,90,92} 

6 {73} 

7 {15-16,47,54,78,86} 

In TABLE V, the Arabic numerals in sets are the 
labeling of objects, and we know that 9 objects are 
partitioned into wrong clusters and the error rate of 
clustering is 0.089. Comparing to other algorithms in [3], 
the results were shown in TABLE VI. 

TABLE VI   ERROR RATE OF DIFFERENT ALGORITHM 

Algorithms Error Rate 

Squeezer 0.190 

GAClust 0.210 

ccdByEnsemble 0.234 

FCESNC 0.089 

From TABLE VI, we know that the error rate of 
FCESNC is much smaller than other algorithms, and the 
proposed FCESNC algorithm only depends on the 
distribution of partitions based on the categorical data, 
and can obtain the final results under unsupervised 
circumstances. 

From the instances above, we know that the proposed 
FCESNC algorithm can be used to partition categorical 
data and combine memberships from multi clustering that 
are suitable to categorical data, numerical data and mixed 
categorical data and numerical data. 

V.  CONCLUSIONS 

Presently, clustering mainly focuses on numerical data 
and is relatively mature then categorical data and mixed 
numerical data, and the clustering ensemble algorithm 
under supervised condition also is relatively more mature 
and widely used then under unsupervised condition. In 
order to broaden the fields of clustering, a great deal of 
attention was attracted and the unsupervised clustering 
ensemble becomes one of hot topics in clustering.  

We proposed the FCESNC (Fuzzy clustering ensemble 
algorithm for partitioning categorical data) algorithm in 
this paper, which can be used for both partitioning 
categorical data and mixed numerical and categorical data, 
also can be applied to joint results of multi clustering. 
FCESNC algorithm makes use of the relationship degree 
of attributes for pruning a part of attributes with close 
relationship to each other. Then, according to the 
distribution of clustering memberships, m Descartes 
subset and relationship degree between objects were used 
for establishing the relationships between objects under 
unsupervised circumstances and got the minimum value 
of objective function of clustering. Then we obtained the 
optimal value of number of clusters by making the 
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difference and differential rate of objective function local 
maximum and its corresponding partitions were optimal 
clustering relatively.  

Finally, the proposed FCESNC algorithm was applied 
in classifying Synthesis dataset, Yellow-small dataset and 
Zoo dataset, and results show it is effective and feasible 
for partitioning categorical data and combining results of 
multi clustering no matter the data points have categorical 
value, numerical value or mixed value. 
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