Adaptive Extraction of Principal Colors Using an Improved Self-Growing Network
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Abstract—This paper aims to solve the two major issues existing in current color quantization algorithms. The first one is to require users to specify the number of representative colors in advance; the other is that it is difficult in choosing the colors to describe accurately the essential details represented by small groups of pixels isolated in the color space. Based on the growing mechanism of the Growing When Required neural network, a novel algorithm is proposed to adaptively extract the prominent colors of an image. A number of criteria are introduced that have an effect on controlling of the number and topology of neurons in the output layer. A global permutation method to rearrange the input sample order is presented based on Linear Pixels Shuffling in order to improve the performance of the network. The experiments show that the proposed method can automatically estimate the number of colors to efficiently represent an original image, meanwhile capable of retaining important isolated colors even when the number of the representative colors is low. It is also shown that the algorithm outperforms the popular ones in terms of color distortion.

Index Terms—color quantization, incremental learning, self-growing network, neural network, Linear Pixel Shuffling

I. INTRODUCTION

Color quantization, also known as color reduction, is a process of reducing the number of colors in an image to a low number of representative colors while keeping the perceived difference between the original image and its quantized image as low as possible. It is an important technology in digital image processing. A digital image is usually described by a set of pixels distributed in two-dimensional grid. A true-type color image consists of more than 16 million different colors in a 24-bit RGB color space. It is easier to understand and process an image with a low number of colors. It is preferable that images are quantized to as low number as possible. So it is needed for color quantization in transmission, compression, presentation, segmentation or retrieval of visual information, and so on.

Many techniques have been developed for color quantization. They are classified in major two categories. The first class of algorithms is based on splitting algorithms in which the color space is divided into disjoint regions by consecutively splitting up the color space. For every region, a color is chosen to represent it. Median-Cut [1], the variance-based method [2] and the Octree algorithm [3] belong to this class. The idea behind Median-cut is to have every chosen color represent the same number of pixels in an original image. It splits the color space into two cubes along the longest axes in such a way that nearly equal numbers of pixels is in each part. The cube to be divided is chosen as the one with the most pixels. The process is repeated until the desired number of cubes is generated. The variance-based algorithm is similar to Median-Cut, the difference is the criterion of splitting. The cube is split at the position where the variance of the marginal distribution is minimized. In the Octree algorithm, a color space is cut into smaller regions based on a data structure, named Octree, and the neighboring regions are repeatedly merged. A major disadvantage of these algorithms is to ignore the interrelationship between neighboring color regions in the process of split.

To resolve the problem mentioned above, the second class of algorithms is proposed which depends on clustering analysis. Artificial neural network is a very powerful tool to resolve clustering. The Kohonen Self-Organized Feature Map (KSOFM) neural network [4] is the most widely used. KSOFM consists of two layers of fully connected neurons, the input layer and competitive layer. Both the number of the neurons and connections are predefined and unchanged in the process of network training. Generally it can capture the topology and distribution of input samples for data analysis. Several
implementations of KSOFM have been proposed for uses one-dimensional KSOFM every neuron of which is for a cluster. Through the learning, the weight vectors are obtained which correspond to the representative colors. An extension of the KSOFM-based method is the algorithm [6] which sub-samples pixels in an image in a smooth way and updates only the closest neighboring clusters in order to significantly speed up the algorithm with slightly degraded quantization results. Ref. [7] employs a developed network which combines the KSOFM network and a supervised counter propagation neural network. The latter network is applied to find the average value of a color cluster.

In general, the algorithms based on clustering analysis have better quantization results than ones based on splitting scheme. But it has much higher complexity and cost much more running time than the latter ones.

Among the existing algorithms of the two categories, two major issues are needed to be resolved. One is that users have to preset the number of representative colors. It is difficult for users to estimate the number of the principal colors to efficiently describe an arbitrary image. Numbers of the colors which can efficiently represent different images are various because of variable complexities of images, as numbers of colors in different original images are diverse. The other is that small groups of pixels isolated in the color space suffer being neglected when the number of representative colors is reduced. For example, as it can be observed in Fig. 1, the number of the pixels is very small which correspond to the red cloth. The red color is obviously different from the around colors, which is important for the idea of this image. So it is called the important isolated colors. The red color is evidently changed when the original image is quantized to 16 colors by a traditional quantization method, as shown in Fig. 2. The change of the color causes that the quantized image is obviously different from its original one. In additional, it is ineffective for image analysis and segmentation to lose the important isolated color. The algorithms mentioned above consider only the distance and distribution of colors in a color space, resulting in ignoring the uncommonly colors.

A few algorithms have been proposed to solve the two issues. The DWT-based method [8] determines the number of representative colors by using the discrete wavelet transform, but it leave the second issue out. An adjustable algorithm [9] retains the important isolated colors by involving user adjusted weights, but it has to preset the number of representatives. The method in Ref. [10] has tried to solve the two problems. It combines the features of the KSOFM and Growing Neural Gas (GNG) networks, and input the union of the color information and spatial features to the developed neural network. It can estimate the number of the colors. But in practice, as we can see it in Fig. 2, the second problem still exists when the number of the representative colors resulted by this algorithm is very low.

In this work, an algorithm based on the growing mechanism of the Growing When Required network (GWR) [11] is proposed which adaptively adjusts the number of neurons, i.e., the number of the representative colors, according to the structure of input data. Three criteria are applied to control the growing of the neurons. The rest of this paper is organized as follows. Section 2 introduces the method of sampling pixels of an image in a smooth way. Section 3 mainly introduces the developed color quantization algorithm based on the GWR network. The preliminary results are given in Section 4. The conclusion is drawn in Section 5.

II. IMAGE SAMPLING

The input samples are obtained by examining all pixels in an image, diving the scan into a number of cycles. A data set is defined every scanning cycle. In order to improve the performance of the neural network, the learning procedure requires the input vectors to be randomly distributed [4] and the data sets to be similar. This is done by using the developed sampling pixels method based on Linear Pixels Shuffling (LPS) [12] in order to improve the performance of the neural network.

Let us consider a numerical sequence called $G$ defined as follows:

![Figure 1. Original alley.jpg](image1)

![Figure 2. Quantized image](image2)
\[ G_0 = 0, \quad G_1 = 1, \quad G_2 = 1 \]  
\[ G_n = G_{n-1} + G_{n-3}, \quad n \geq 3 \]  
(1)

The first few items are: 0, 1, 1, 1, 2, 3, 4, 6, 9, 13, 19, 28, 41, 60, 88, 129, 189, 277, 406, 595, \ldots Suppose that parameters \( A, B \) and \( C \) are three successive numbers in the sequence \( G \).

Let us consider an image of size \( h \times h \). The image is rounded to a square of size \( G_h \times G_h \), \( G \geq w \) and \( G \geq h \). The pixels outside of the image are ignored. A \( G \times G \) mask table \( M \) with entries is defined as follows:

\[ M_{xy} = (xA + yB) \mod C \]  
(2)

Where \( x \) and \( y \) denote the position of a pixel.

For all elements in the mask table, every number in 0, 1, 2, 3, 4, \ldots, \( G-1 \) occurs exactly \( G \) times. Fig. 3 is a portion of the mask table using \( A=60, B=88 \) and \( C=129 \). As it can be observed in Fig. 3, the values in the table which are numerically close are geometrically distant.

In our algorithm, the pixels are firstly taken which correspond to the positions \((x, y)\), for which \( M_{xy} = 0 \), followed by the positions \((x, y)\) for which \( M_{xy} = 1 \), and so on. \( G \) pixels are examined each scanning cycle. The collection of \( G \) samples defines a training data set, which correspond to the positions for which the values of \( M \) are same. Thus \( G \) different data sets are constructed. The corresponding samples are taken from neighboring pixels, so the data sets are considered to be similar. All the training data sets are circularly input to the network until the neural network convergences.

III. COLOR QUANTIZATION

A. The improved GWR network

The Growing When Required network [11] is a self-growing network. In contrast with the KSOFM network, the size and topology of the GWR network are not fixed or predefined. It starts with two neurons, and then the number is progressively increased. A new neuron can be added at any time whenever an input vector is not sufficiently matched to the winner. The network growing stops once it has matched the input data. The connections between two neurons define the neighborhoods of nodes. The connections are also created or deleted dynamically during training process. The GWR network enables preservation of the topology of input data.

In this work, the GWR network is used to define the mapping from color components of pixels of an original image to the closet representative colors. The structure of the network is not needed to predefine, so the number of the representative colors is not necessary to be determined in advance. The final number of the output neurons defines the number of the principal colors for the original image.

The network consists of two layers of fully connected: input layer and output layer. The samples taken from an original image are input to the network. The weight vectors of the output neurons correspond to the representative colors. The neurons of the output layer are dynamically created or deleted. Three criteria are used to control the growing of the lattice of output layer. The first criterion is to insert a new neuron near this one which is the best matching neuron to an input vector when the winner is not sufficiently matched to the input vector and it is a well-trained neuron, according to predefined conditions. The second one is to remove the neurons that have no neighboring neighbors. Finally, remove the neurons that enough close to their neighbors. In the process of the network training, the weight vectors are updated in such a way that the vectors move to the input vectors. Unlike the KSOFM network, the learning rate of the weight vectors is based on the fired frequency of the neurons. The connections between the output neurons are also created or eliminated dynamically. Only the neurons directly linked to the updated winner neurons will be updated. The network training will stop when the change of the number of the output neurons is stable, that is, the difference of the numbers is within a predefined value.

B. Training of the self-growing network

For every neuron \( i \in [1, n] \) of the lattice of neurons, a weight vector \( w_i \), accumulated error variable \( ERR_i \), a global counter \( N_{i(1)} \) and a local counter \( N_{i(2)} \) are defined. \( w_i \) expresses the color components of a representative color. \( ERR_i \) represents quantity of total color quantization error that corresponds to neuron \( i \). \( N_{i(1)} \) and \( N_{i(2)} \) denote the number of the times when neuron \( i \) becomes the best matching neuron in the whole training period and the current epoch, respectively. For a lateral connection between two adjacent neurons \( k \) and \( h \), variable \( age_{(k, h)} \) is defined which describes the age of this connection. If \( age_{(k, h)} \geq 0 \), there is a connection between the neurons. If \( age_{(k, h)} = -1 \), the two neurons are disconnected. In the following equations, \( ||.|| \) denotes the Euclidean distance.

Initially, the output layer consists of two neurons. The values for weight vectors \( w_i \) \((i = 1, 2)\) are initialized by randomly selecting two different input vectors. Let \( N_{i(1)} = 0 \), \( N_{i(2)} = 0 \), \( ERR_i = 0 \), \((i \in [1, 2]) \). All the training data sets are repeatedly input to the network. Each time a data set is fed, the number of the training epochs increases by one. The training steps for the network consisting of \( n \) output neurons are as follows:

Step 1: At the beginning of every epoch, accumulated error \( ERR \), and local counter \( N_{i(2)} \) \( i \in [1, n] \) are reset to zero.
Step 2: For a given input vector $p$, the first winner neuron $b$ and second winner neuron $s$ are obtained according to the following relations:

$$b = \arg \min_{i \in \{0,1\}} \| p - w_i \|$$  \hspace{1cm} (3)

$$s = \arg \min_{i \in \{0,1\}/\{b\}} \| p - w_i \|$$  \hspace{1cm} (4)

Step 3: The accumulated error $ERR_s$ of the second winner neuron is updated:

$$ERR_s = ERR_s + \| p - w_s \|$$  \hspace{1cm} (5)

Step 4: The lateral connection is created if there is not edge between neuron $b$ and neuron $s$. Let $age_{(b,s)} = 0$.

Step 5: The similarity between $p$ and the winner neuron $b$ is calculated according to the following equation:

$$sim = e^{-\| p - w_b \| / \sqrt{3^{55}255}}$$  \hspace{1cm} (6)

Step 6: Let us consider a threshold $T_{sim} \in (0, 1)$. If $sim \geq T_{sim}$, it is considered that the winner neuron $b$ is well matched with $p$; otherwise, it is necessary to think whether the winner neuron $b$ is well trained, which is not considered if $sim < T_{sim}$.

Step 7: If the winner neuron $b$ is well trained, the input vector $p$ is updated by using counter recording how often a node is fired. The neuron with the minimum value $N_{(i)}$ for a neuron $i$ is considered to be well trained. The input vector is considered not sufficiently matched if the following conditions are held: $sim < T_{sim}$ and $N_{(i)} > T_{num}$.

Step 8: If no new neuron is added, the winner neuron $b$ is adapted. In accordance with the GWR network [5], the weight $w_b$ of the neuron is calculated according to the following equation:

$$w_{r} = (w_{b} + p) / 2$$  \hspace{1cm} (7)

The lateral connection between the neuron $b$ is deleted. Let $age_{(b,b)} = -1$. The connections between the new neuron and neuron $b$ and $s$ are created, respectively. Let $age_{(b,b)} = 0$ and $age_{(s,b)} = 0$.

Step 9: The weight vectors of the neurons connected to the adapted winner neuron are correspondingly adjusted, according to the following equations:

$$\Delta w_{a} = \varepsilon_{a} \times \eta_{a} \times (p - w_{a})$$  \hspace{1cm} (9)

$$\eta_{a} = 1 - \frac{1}{\alpha_{a}} (1 - e^{-(\alpha_{a} \times N_{(i)} / \beta_{a})})$$  \hspace{1cm} (10)

Where $0 < \varepsilon_{a} < 1$, $\alpha_{a} = 1.05$ and $\beta_{a} = 3.33$. The learning rate $\eta_{b}$ is reduced according to the global counter $N_{(i)}$.

Step 10: At the ending of each epoch, with the purpose of removing superfluous neurons and connections, some neurons and connections are deleted according to the following criteria: The first criterion is to remove the neurons without neighboring neurons; second one removes the connection the age of which is greater than 500; the last one removes the neurons enough close to their neighbors. The neuron with the minimum $ERR/N_{(i)}$ which expresses the average distance to its neighbors is deleted if the following condition is satisfied:

$$ERR / N_{(i)} \leq \gamma \times \frac{2}{n(n-1)} \sum_{i \in \{j \neq i\}} \| w_i - w_j \|$$  \hspace{1cm} (11)

Where $\gamma \in [0,1]$ is a user-defined thresh.

IV. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed algorithm, six standard colored images [13] and the image alley.jpg shown in Fig. 1 are used, whose basic information are shown in Table 1.

The RGB color space is used in our experiment in order to have comparable results. In all the following cases, let $\varepsilon_{b} = 0.1$, $\varepsilon_{s} = 0.005$, in (9) and (10), respectively. The threshold $T_{num}$ is set to 10. The threshold for removing neurons takes $\gamma = 0.1$.

A. Experiment 1

The first experiment evaluates the ability of the developed algorithm to estimate the number of the representative colors for an arbitrary image. Three color images are quantized to demonstrate the result. These are

<table>
<thead>
<tr>
<th>Images</th>
<th>Size</th>
<th>Color Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>palm.png</td>
<td>488×724</td>
<td>69095</td>
</tr>
<tr>
<td>im10.png</td>
<td>256×256</td>
<td>29091</td>
</tr>
<tr>
<td>girl.png</td>
<td>512×512</td>
<td>22692</td>
</tr>
<tr>
<td>lenna.png</td>
<td>512×512</td>
<td>148279</td>
</tr>
<tr>
<td>mandrill.png</td>
<td>507×509</td>
<td>256</td>
</tr>
<tr>
<td>peppers.png</td>
<td>512×512</td>
<td>111344</td>
</tr>
<tr>
<td>alley.jpg</td>
<td>447×299</td>
<td>61390</td>
</tr>
</tbody>
</table>
representative colors for an arbitrary image. Three color images are quantized to demonstrate the result. These are “palm.png”, “girl.png” and “im10.png” images, which are depicted in the left column of Fig. 4.

To represent original images with perceived difference between original and their quantization images as low as possible, the threshold Tsim takes a greater value, Tsim = 0.85.

The training procedure will stop when the difference of the numbers is within a predefined value Vnum among consecutive K training epochs. Let Vnum = 5 and K = 5.

The quantized results are depicted in the right column of Fig. 4. The numbers of the representative colors of the test images decided by the proposed algorithm are 59, 21 and 30, respectively. In the terms of the human perception, the quantized images are very close to the corresponding original ones. The results show that our algorithm can estimate the number of the principal colors according to an arbitrary image.

As the result is shown, the number of the principal colors in a quantized image mainly depends on its original image. Besides, the value of parameter Tsim has important effect on it. Taking im10.png for example, Tsim is set to different values when the image is quantized. The result is given in Fig.5. More the value of Tsim is, more the number of colors is. The value of Tsim decides how similar the quantized images are to corresponding original images.

B. Experiment 2

Experiment 2 tests the ability to retain the important isolated colors. The image alley.jpg in Fig. 1 is quantized to demonstrate the result. Except the developed algorithm, other color quantization methods, including Median-Cut, the Octree and KSOFM-based method [5], are applied. For comparable results, the image is respectively quantized to 16 colors with these techniques. In the developed algorithm, Tsim is set to 0.64. The other conditions are as same as experiment 1. As it is shown in Fig. 6, the “red” pixels become “green” ones in the quantized images by the Median-Cut and KSOFM-based algorithm. The Octree method has better result. The proposed method has achieved the best result, which is the closest to the original image in visual perception.

C. Experiment 3

The proposed algorithm is compared with several well-known color quantization methods: Median-Cut [1], the Octree [3] and KSOFM-based method [5] in terms of statistical measures MSE, SNR, PSNR.

Let us consider a data set PX consisting of N input vectors. If p_i ∈ PX is an input vector, and p'_i the corresponding quantized vector, (14), (15) and (16) are used to measures of the statistical color quantization errors.

$$MSE = \frac{1}{N} \sum_{i=0}^{N} (p'_i - p_i)^2$$ (14)

$$SNR = 10 \log \left( \frac{\sum_{i=0}^{N} p'_i^2}{\sum_{i=0}^{N} (p'_i - p_i)^2} \right)$$ (15)

$$PSNR = 10 \log \left( \frac{3 \times 255 \times 255 \times N}{\sum_{i=0}^{N} (p'_i - p_i)^2} \right)$$ (16)

The set of the images are used whose information is described in Table 1. For the comparison reason, these images are respectively quantized to 16, 32 and 64 unique colors. The value of Tsim is adjusted so that the number of the neurons convergences to 16, 32 and 64, respectively. To avoid the convergence criterion influencing quantization result, the training procedure stops exactly after all pixels of an image are fed to the
network 15 times in all cases in the developed algorithm.

Figure 6. Quantized images by different techniques: (a) Median-Cut; (b) KSOFM-based method; (c) Octree method; (d) the proposed algorithm

The comparative results of Table II–IV correspond to the quantization of the original images to 16, 32 and 64 colors, respectively. In every table, the developed algorithm is compared with other quantization methods in the terms of the quality measures MSR, SNR and PSNR. As it can be seen in Table II–IV, the proposed algorithm achieves significant reduction in MSE and improvement in SNR and PSNR, compared with the

<table>
<thead>
<tr>
<th></th>
<th>palm</th>
<th>girl</th>
<th>im10</th>
<th>lenna</th>
<th>mandrill</th>
<th>peppers</th>
<th>alley</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ours</strong></td>
<td>MSE</td>
<td>SNR</td>
<td>PSNR</td>
<td>MSE</td>
<td>SNR</td>
<td>PSNR</td>
<td>MSE</td>
</tr>
<tr>
<td></td>
<td>284.8</td>
<td>75.7</td>
<td>182.8</td>
<td>198.7</td>
<td>643.5</td>
<td>382.7</td>
<td>274.3</td>
</tr>
<tr>
<td></td>
<td>49.3</td>
<td>65.2</td>
<td>61.4</td>
<td>55.3</td>
<td>45.4</td>
<td>48.0</td>
<td>47.1</td>
</tr>
<tr>
<td></td>
<td>65.3</td>
<td>78.5</td>
<td>69.7</td>
<td>67.9</td>
<td>57.1</td>
<td>62.3</td>
<td>65.7</td>
</tr>
<tr>
<td><strong>KSOFM</strong></td>
<td>MSE</td>
<td>SNR</td>
<td>PSNR</td>
<td>MSE</td>
<td>SNR</td>
<td>PSNR</td>
<td>MSE</td>
</tr>
<tr>
<td></td>
<td>393.8</td>
<td>154.1</td>
<td>257.9</td>
<td>281.3</td>
<td>738.1</td>
<td>515.4</td>
<td>473.0</td>
</tr>
<tr>
<td></td>
<td>46.1</td>
<td>58.2</td>
<td>58.1</td>
<td>53.6</td>
<td>44.1</td>
<td>45.0</td>
<td>41.5</td>
</tr>
<tr>
<td></td>
<td>62.1</td>
<td>71.4</td>
<td>66.3</td>
<td>65.4</td>
<td>55.8</td>
<td>59.4</td>
<td>60.2</td>
</tr>
<tr>
<td><strong>Octree</strong></td>
<td>MSE</td>
<td>SNR</td>
<td>PSNR</td>
<td>MSE</td>
<td>SNR</td>
<td>PSNR</td>
<td>MSE</td>
</tr>
<tr>
<td></td>
<td>387.0</td>
<td>262.0</td>
<td>213.7</td>
<td>278.5</td>
<td>759.0</td>
<td>504.5</td>
<td>387.6</td>
</tr>
<tr>
<td></td>
<td>46.2</td>
<td>52.8</td>
<td>59.9</td>
<td>53.6</td>
<td>43.8</td>
<td>45.2</td>
<td>43.6</td>
</tr>
<tr>
<td></td>
<td>62.2</td>
<td>66.1</td>
<td>68.2</td>
<td>65.5</td>
<td>55.5</td>
<td>59.6</td>
<td>62.2</td>
</tr>
<tr>
<td><strong>MC</strong></td>
<td>MSE</td>
<td>SNR</td>
<td>PSNR</td>
<td>MSE</td>
<td>SNR</td>
<td>PSNR</td>
<td>MSE</td>
</tr>
<tr>
<td></td>
<td>863.6</td>
<td>138.0</td>
<td>296.8</td>
<td>302.6</td>
<td>942.1</td>
<td>615.2</td>
<td>612.8</td>
</tr>
<tr>
<td></td>
<td>37.2</td>
<td>59.1</td>
<td>56.6</td>
<td>52.7</td>
<td>41.4</td>
<td>42.9</td>
<td>38.6</td>
</tr>
<tr>
<td></td>
<td>54.2</td>
<td>72.5</td>
<td>64.9</td>
<td>64.7</td>
<td>53.3</td>
<td>57.6</td>
<td>57.6</td>
</tr>
</tbody>
</table>
Median-Cut, the Octree and KSOFM-based method.

V. CONCLUSIONS

In this paper, a new color quantization algorithm is proposed which utilizes the growing mechanism of the GWR neural network. A global permutation method to rearrange the input data order is presented in order to improve the performance of the network training. The worthy point of our algorithm is that it is able to automatically estimate the number of the principal colors, that is, adaptive quantize an image. In addition, the algorithm is capable of retaining important isolated colors even when images are quantized to a low number of representative colors. The experiments indicate that the proposed algorithm significantly outperforms the widely used Median-Cut, the Octree and KSOFM-based method in terms of measures of the quality measures MSE, SNR and PSNR.
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