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Abstract—Short-term load forecasting refers to short period 
load prediction of utility ranging from one hour to several 
days ahead. It is meaningful in planning and dispatching the 
load to meet the electricity system demand. The inaccuracy 
load forecasting can increase the electricity operating costs. 
In this paper, a novel method is presented and discussed 
which combines text mining and corrective neural network 
(TM-CNN) methods. Subsequently, a numeric example of 
daily maximum load forecasting is used to illustrate the 
performance of TM-CNN method, and the experiment 
results also reveal that TM-CNN method outperforms the 
autoregressive moving average(ARMA) and BP Artificial 
Neural Network(BPNN) approaches. 
 
Index Terms—load forecasting, text mining, artificial neural 
network, Autoregressive moving average (ARMA) 
 

I.  INTRODUCTION 

Short-term load forecasting is an important issue for 
electricity load planning and dispatching the loading of 
generating units in order to meet the electricity system 
demand. Accurate load forecasting is related to electricity 
company’s economic, it is pointed out by Bunn and 
Farmer that a 1% increase in forecasting error implied a 
10 million increase in operating costs[1]. Many studies 
have focused on how to improve the precision of the load 
forecasting, especially short-term load forecasting. Such 
as the famous Box-Jenkins’ ARIMA method[2], which is 
the benchmark method in short-term load forecasting and 
the linear regression method[3] and so on. However, the 
short-term load forecasting is influenced by many factors, 
such as weather, holidays, special days, humidity and so 
on, the above methods are difficult to play an excellent 
role in short-term forecasting because they are difficult 
consider the non-linear factors. 

In last two decades, the artificial intelligence methods 
are successfully applied in variety fields[4-6], and these 
methods are also employed to improve the performance 
of short-term load forecasting. Artificial Neural 
Network(ANN) is the most popular intelligence model in 
short-term forecasting, because this method has high 
capability of dealing with linear, near-linear or nonlinear 
relationships by any factor. Kun-Long Ho et al[7] applied 
a multilayer neural network to forecast an-hour ahead 
load demand of Taiwan power system. The results 

showed that the ANN method is very efficient and 
accurate. Chen Shin-Tzo et al[8] considered the weather 
factor influence in ANN, the analytical results showed 
that the models have good performance than other 
methods like ARMA. James W. Taylor[9] compared four 
different weather variables’ performance in ANN to 
forecast from one to ten days ahead, the results showed 
that the average of the weather values is more accurate 
than traditional weather values. For more detail, 
Hippert[10] gave a very good review and evaluation to 
ANN in short-term load forecasting. 

Recently, the neural network models are favored by 
more and more researchers, M. Ghiassi[11] proposed a 
dynamic artificial neural network for forecasting one 
month ahead load, and the experiment proofs that the 
dynamic ANN method outperformed the ARMA models. 
On the other hand, Support Vector Machines(SVM) 
method, proposed by Vapik[12], implements the 
structural risk minimization (SRM) principle rather than 
empirical risk minimization principle implemented by the 
traditional neural network models, and it is also used for 
load forecasting, Pai and Hong[13-14] employed SVM in 
Taiwan’s load forecasting, the numerical results with 
actually Taiwan’s yearly load data are superior to the 
ARIMA results. 

According to above literatures, the neural network 
model performs better than other methods. However, it is 
complex to predict the short-term load, because the 
influencing factors depend on not only the temperature 
and other weather variables, but also social factors such 
as human social activities including work and 
entertainment, and the models are not competent for 
finding the implicit rules between the factors and load. So 
the expert system[15] and knowledge system[16] are used 
to get the rules assisted forecasting load accurately. The 
experiment result showed that it was helpful to gain more 
accurate forecasting values. However, Text mining is a 
new technology to extract the implicit, previously 
unknown, and potentially useful information from 
text[17]. It mainly contains the text classification, text 
clustering and text association analysis. It has been 
successfully used in WEB page classification. Therefore, 
in this paper, a novel method, combining text mining and 
corrective neural network(TM-CNN), is used in short-
term load forecasting. The corrective neural network’s is 
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Figure 1.  TM-SVM frame of short-term forecasting 

composed by ARIMA method and corrected errors of 
ARIMA neural network. The text mining is used to find 
the implicit rules which can improve the load forecasting 
accuracy. 

This paper is organized as follows: Section 2 presents 
the frame of TM-CNN method, and introduces the text 
structure and TM-CNN. Section 3 presents a numerical 
example and the comparison with other method. Finally, 
Section 4 presents the conclusion remark. 

II.  TM-CNN METHOD TO SHORT-TERM LOAD FORECASTING 

The TM-CNN frame applied in short-term load 
forecasting is shown in Fig. 1. The whole TM-CNN 
method is divided into two phases and eight processing 
procedures. The two phases are CNN phase and TM 
phase, which are introduced as follows. 

A.  CNN Phase 
CNN phase concludes a basic and two main processing 

procedures. First of all, the short-term load series should 
be prepared for forecasting. Secondly, the ARMA method 
is used for initial prediction. In ARMA model, the future 
value of a variable is assumed to be a linear function of 
several past observations and random errors, expressed as 
follows: 

 ( ) ( )t tB y B eφ θ=  (1) 

Where ty  is the actual value and te  is the random error 
at time t ; B  is the backward shift operator, i.e. 

2 2
1 1 2 2; ; ;t t t t t t t tBy y Be e B y y B e e− − − −= = = =  and so on, 

te  is the random error, which is independently and 
identically distributed with a mean zero and a constant 
variance of 2σ ,. and ( )Bφ  and ( )Bθ  can be calculated 
as follows: 

 2 3
1 2 3( ) 1 p

pB B B B Bφ φ φ φ φ= − − − − −  (2) 

 2 3
1 2 3( ) 1 q

qB B B B Bθ θ θ θ θ= − − − − −  (3) 

Where p and q are integers; in addition, if the dth 
difference of { }ty  is used to solve the non-stationary 
problems with ARMA method, then it is called an 
ARIMA (p,d,q) process. The value of p,d,q can be 
estimated by the difference time series characteristics of 
autocorrelation function (ACF) and a partial 
autocorrelation function  (PACF). 

Thirdly, CNN is employed to correct the errors of 
ARMA. After ARMA forecasting has been finished,it 
forms a forecast series, which is noted as{ , 1,2, }tY t = . 
Then the error series can be calculated by (4). 

t te Y Y= −  (4) 

The te  can be seen as the nonlinear component of the 
time series. Thus, a process of errors correction of time 
series is needed, and as mentioned above; the ANN is the 
preferred method for completing this mission. The 
training input vector is 1, , ,t t t ne e e− − , and the training 
output is 1te + . Then the forecast series tE  can be 
obtained by the CNN. 

In this study, the BP training algorithm is employed in 
the CNN, which is the same as BPNN except the input 
and output variables. BP training algorithm is an iterative 
gradient descent algorithm designed to minimize the 
mean square error between the outputs and the desire 
values, it uses the gradient-descendent direction to train 
the weight between the layers. The process is made up of 
two directions though the layers, one is the forward, and 
the other is backward. The typical structure of the 
BPCNN is shown in Fig.2. 

In CNN, the connection weights and node bias will be 
adjusted iteratively by a process of minimizing the 
forecasting errors by gradient descent algorithm after 
inputting the training set, the final computational 
equation of BPNN is[18] 

 0
1 1

( )
q p

t j j ij t i t
j i

e b w f b w e ε−
= =

= + + +∑ ∑  (5) 
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Figure 2.           the BPCNN structure of load forecasting 
Where jb  is a bias on the jth unit, ijw  is the connection 
weight between layers, ()f  is the transfer function of the 
hidden layer, p is the number of input nodes and q is the 
number of hidden layer nodes. 

When the CNN finished the training process, it can be 
used to forecast with new input values, such as test set, 
and then the forecast corrective values tE can be obtained. 
Therefore, the CNN final results are calculated by t tY E+ , 
which is noted by tC . Obviously, it must have some 
errors between tC  and target values, and some deviation 
may still very great. Thus, it is necessary to use text 
mining for improving the forecasting values. 

B.  TM Phase 
TM phase extracts useful knowledge for load forecast. 

It contains factor collection, factor preprocessing, 
creating structured text and text mining, Factor collection 
collects the related variable data. Generally speaking, the 
maximum temperature, minimum temperature, humidity, 
human comfort index, day type, date, weather descriptive 
text and other related descriptive text will affect the short 
term demand. So the data of these variables should be 
collected at first, which contain both numeric, enumerate 
and pure texts in the data, it is necessary to preprocess the 
data of factors. For example, it contains continuous 
variable discretization, feature extraction from the 
descriptive text and so on. After factors preprocessing, a 
structured data set is generated. This data table is the 
typical data set in structured data set, and it is the base 
data structure of text mining. A typical data table should 
contain the columns as follows: 

Date: Short-term load forecasting express obvious 
superimposed levels of seasonality, the seasonality trend 
of daily load forecasting always expresses the monthly 
and yearly trend. It needed the date variable to eliminate 
the seasonal trend to performance load forecasting 
accurately. It also helps finding the same day of last year 
and the same hours of yesterday. From data table 
perspective, the date is the best candidate of primary key 
in the variables. 

Weekday: It is obvious that there are different load 
patterns between the weekdays and weekend, because 
there are different human activities patterns in it. Some 
researchers use this variable to divide the data set in order 
to train different neural networks[10]. The weekday is a 

binary variable, 0 expresses the weekday and 1 expresses 
the weekend. 

Special Day: Special day means that some statutory 
holidays except weekend. In China, special days include 
New Year’s day(Jan,1), Spring Festival Eve(the last day 
in Chinese Lunar Calendar), Spring Festival(from the 1st  
day to the 3rd day in Chinese Lunar Calendar), 
International Labor Day(May,1-May,3), National Day 
(Oct,1-Oct,3). In these days, the Chinese people will have 
their leisure time, so the load patterns in these days are 
different from the normal days, especially Spring Festival 
Eve and Spring Festival, the yearly minimum load always 
appears in these days. The special day is an enumeration 
type. It is pay attention to Spring Festival which is 
divided Spring Festival and During Spring Festival days. 

Temperature: Temperature is the most important 
factors in using ANNs in short-term load forecasting. In 
summer, if temperature is high, air-conditions are used to 
chill in order to make people comfortable, the load also 
rises. The maximum and the minimum temperature often 
employ in ANNs for short-term load forecasting. 
Therefore, the maximum and minimum temperature 
variables are chosen in structured data, and they are 
continuous numeric variables. 

Humidity: Humidity exerts a strong effect on the 
human sensation of thermal discomfort, as the 
temperature variable, it helps explaining the use of 
heating and cooling devices. Some researchers used 
humidity and temperature to classify the data or separate 
ANNs training[10]. It is numeric variable and the range is 
[0,1]. 

Human comfort index: The index is defined by the heat 
exchange between human body and air environment. 
Generally speaking, it is produced by temperature, 
humidity, barometric and wind speed factors. This index 
straightly explains the human feeling, as mentioned 
above, it will affect human activity and influent the use of 
devices. It is necessary to add these two factors so as to 
provide more information to classify or cluster data by 
text mining. The range of human comfort index or human 
feeling is from level 1 to level 11.  The lowest degree 
express the coldest, the highest degree express the hottest, 
and when the degree is in 5-7, it means most of people 
feel comfortable. It is also an enumeration variable. 

Weather descriptive text: This variable is some 
descriptive text, which includes some descriptive weather 
word, such as sunny, rain, cloudy, heavy rain and so on. 
It is also contains some special weather information. For 
example, Coastal areas may contain Typhoon information 
in summer or autumn, and arid areas may contain drought 
information. It is possible to have special load patterns in 
such weather. The role of this variable is to get more 
accurate load forecast values. 

Other related descriptive text: As mentioned above, 
short-term load forecasting is a difficult task. In the end 
of the 2008, the global economy is hugely affected by the 
financial crisis in United States, many enterprises have to 
dismissal their employees and reduce their products to 
deal with the crisis, thus the electric demand declined. 
Besides, the change of political situation can also 
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Figure 3.              the time series of load from Jan,1,2005 to Dec,31,2007 

influence the electricity demand. The energy conservation 
policy advocate people substituting their high-energy 
device to low-energy device, it also reduces electricity 
demand. Things like these will be recorded in the data 
table for text mining. It likes an abstract to make people 
remember what happened during a day, or a period. And 
with the development of information technology, these 
information can be easily got from html pages in the Web. 

When the structured text data is prepared, the text 
mining process will be used to exact the implicit 
knowledge and rules. Classification is one of the most 
important tasks in text mining. The main goal of 
classification is to find the knowledge from the condition 
attributes to decision attributes. For load forecasting 
corrective, it mainly finds the if-then rules from the 
factors to the errors, and these rules can be integrated 
with the CNN’s result. And the final result should be 
more accurate. 

To summarize, the proposed TM-CNN approach 
consist three main steps. At the first step, an ARMA 
model should be constructed and the primary forecast 
results are computed from the ARMA model. At the 
second step, CNN model is used to model the error 
components in order to correct the primary results. At the 
final step, the effects of the other factors can be acquired 
by TM, and the integrated forecast results can be obtained. 
In order to verify the effectiveness of the proposed 
approach, a numerical example is given in next section. 

III.  A NUMERICAL EXAMPLE 

This study employed the day maximum load series of 
Jiangmen’s Power Company, which is in Jiangmen city, 
Guangdong province, China. The time series is from Jan, 
1, 2005 to Dec, 31, 2007. Totally, 1095 data points are 
available, which is in Fig.3. The data is used for 
comparing with TM-CNN, ARMA, and BPNN models. 
To conduct the forecast performance on the same basis, it 

is necessary use the same test set, which is the last 31 
points of the series from Dec, 1, 2007 to Dec, 31, 2007. 
Other data points are prepared for samples set of ARMA 
or training set of BPNN. The accuracy is measured by the 
mean absolute percentage error(MAPE), as given by (6). 

 
1

1 ( ) ( ) 100%
( )

n

MAPE
i

A i F ie
n A i=

−
= ×∑  (6) 

Where n  is the number of forecasting points; ( )A i is 
the actual load value at period i , and ( )F i is the 
forecasting load value at period i . 

According to the mentioned TM-CNN method’s steps, 
firstly, the sample set is used in ARMA’s method and the 
parameters 1p =  and 1q =  is identified by the AIC 
criteria from the linear trend and periodicity eliminating 
time series.  

In terms of forecasting result by ARMA(1,1), the error 
series te  can be obtained by (4), and then CNN is used to 
correct the errors. By learning from repeated experiments, 
when the input factors are 1 2 365 365*2, , , ,t t t t te e e e e− − − − , the 
output variables is 1te + , and the hidden node number is 
eleven, the error forecasting is performance best. In 
which, the te  means the error of the current period, t ne −  
is the error of n  periods before the current period. The 
hidden and output layers have the sigmoid activation 
functions; the training error level was set to 10-4. In the 
end, the corrective error series tE  can be forecasted by 
CNN, and then the corrected result tC is calculated by 
sum tE  and the ARMA results. 

Naturally, it also has the errors between the corrected 
result and the target values. Then text mining is used to 
finally correct tC . According to the collected data, the 
factors maximum humidity (max_humidity), minimum 
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Figure 5.              the result of three methods 

 
Figure 4.        the corrective decision trees 

humidity (min_humidity), maximum UV(max_vitoutla), 
human comfortable index(comfortable), wind 
speed(wind), month and weather descriptive text(weather) 
are chosen as the conditional factors, it is noted that the  
temperature factors is not included in the conditional 
attributes because when the factors contains, the rules is 
not satisfy for correcting the results, and the decision 
attribute is the relative error, which can be calculated as 
( ( ) ( )) / ( )A i F i A i− , the symbol meaning is the same as 
(6). 

After the attributes are determined, the implicit rules 
can be found by text mining. Weka is a famous software 
in data mining, it was developed at the University of 
Waikato in New Zealand, and the name stands for 
Waikato Environment for Knowledge Analysis. The 

software includes lots of the data mining algorithms; it 
also includes many of classification algorithms. In this 
study, the Weka’s edition is 3.6, and the final decision 
tree is shown in Fig. 4. From the decision trees given by 
Weka, we can easily extract IF-THEN rules, which are 
listed in Table 1. 

Combining the rules and corrected result tC , the final 
result is shown in Fig.5. To verify the significance of the 
accuracy improvement of the TM-CNN method, the 
BPNN forecast model is added to assess the significance 
of the same forecasting task, and the BPNN’s structure is 
the same as CNN structure instead the input and output 
values of the load values, rather than ARMA errors. The 
test result is shown in Table 2. 

It is clear that the TM-CNN forecasting methods 
reduce the errors more than the ARMA and BPNN 
methods. The MAPE is obvious lower than ARMA and 
BPNN method. Therefore, the TM-CNN results are more 
accurate than ARMA and BPNN. The main reason is the 
TM-CNN decline the error twice, the text mining and 
CNN processes makes effect result. 

IV.  CONCLUSIONS 

Accurate short-term load forecasting is important for 
electricity industry. This study introduced a novel 
forecasting method, named TM-CNN, to investigate its 
feasibility in forecasting daily maximum electricity loads 
in Jiangmen city, Guangdong province, China, and the 
experimental results shows that the TM-CNN method 
outperformed the ARMA and BPNN models. The 
superior performance of TM-CNN method has two main 

TABLE I.  THE CORRECTIVE IF-THEN RULES  

No IF THEN 

1
month>=6.5  
max_humidity<0.68  
comfortable < 6.5 

( ) 1.01 ( )A i F i= ×

2
month>=6.5 
 max_humidity>=0.68 
 wind <2 

( ) 1.01 ( )A i F i= ×
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reasons as follows: 
1) TM-CNN method combines the ARMA and ANN 

method, so it can deal with the linear and nonlinear 
influences of load forecasting, and the text mining can 
dig the influence rules between the other factors and the 
electricity patterns. 

2) TM-CNN method reduces the error by CNN 
correction and text mining correction twice, and the 
processes can decline the deviation effectively. 
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