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Abstract—This paper presents a new fault tolerance scheme suitable for humanoid robot applications. In the future, various tasks ranging from daily chores to safety-related tasks will be carried out by individual humanoid robots. If the importance of the tasks is different, the required dependability will vary accordingly. Therefore, for mobile humanoid robots operating under power constraints, fault tolerance that dynamically changes based on the importance of the tasks is desirable because fault-tolerant designs involving hardware redundancy are power intensive. In the proposed fault tolerance scheme, a duplex computer system switches between hot standby and cold standby according to each individual task. However, in mobile humanoid robots, a safety issue arises when cold standby is used for the standby computer unit. Since an unpowered unit cannot immediately start to operate, a biped-walking robot falls down when failover occurs during cold standby. This paper proposes a safety failover method to resolve this issue and describes the hardware design of the safety failover subsystem.

Index Terms—task-based dynamic fault tolerance, duplex computer system, safety, humanoid robot

1. INTRODUCTION

Although the performance of humanoid robots has advanced remarkably, there is still much scope to improve their dependability. Dependability is a global concept that subsumes reliability, availability, safety, integrity, maintainability, etc. [1]. Most studies on the dependability of humanoid robots deal with the safety mechanism to prevent the robots from damaging themselves and surrounding objects and from injuring humans. For example, a humanoid robot that is walking should promptly stop when a human suddenly approaches the robot. References [2] and [3] present real-time motion modification methods for emergency stops. For biped humanoid robots, the risk of falling down cannot be eliminated in practical scenarios. Reference [4] describes planning the falling motion of a humanoid robot in order to minimize the damage when it falls down.

The dependability of humanoid robots is subject to the fault tolerance of their computer units. If the main processor responsible for motion control performs the emergency motion control mentioned above, the safety of the robot cannot be ensured when computer failure occurs. If the motion suspension subsystem presented in [2] is implemented as an independent hardware unit, the subsystem must be highly reliable. Faults in the subsystem are required to be accurately detected, and in the case of the failure of the subsystem, the robot should be shut down for safety. In the field of robotic systems, the fault tolerance of the electronic hardware of robots has not been a focal issue. This is because the fault tolerance of electronic hardware has been exhaustively studied in the fields of high-availability computer systems and industrial automation systems. To the best of our knowledge, the fault tolerance of computer units used in humanoid robots has not yet been discussed. There are two major constraints in the development of humanoid robots. One constraint is the power consumption of the mobile robots. The other constraint is the robot size. Considering that humanoid robots require comprehensive dependability under the two constraints, a new fault tolerance scheme should be proposed for their computers.

If humanoid robots are to perform important tasks, the fault tolerance of their computers must be enhanced by hardware redundancy in order to ensure the availability and safety of these robots. However, humanoid robot applications involving recognitions require enormous computational power and thus depend on today’s PC technology using high-speed processors [5]–[8]. Future humanoid robots with fully intelligent functions will demand more computational power. This implies that the redundancy of the computer unit of humanoid robots has a significant impact on their power constraint. To date, robots have been individually designed and programmed to complete a single given task, as observed in manufacturing, surgery, underwater/space exploration, mine detection, etc. Their fault tolerances are determined based on the importance of their tasks and do not change dynamically during operation. On the other hand, humanoid robots will be involved in extensive tasks ranging from daily chores to safety-related tasks. Therefore, their power consumption can be reduced by applying fault tolerance that dynamically changes based on the importance of the tasks. Moreover, in the case of the computer failure...
of humanoid robots, an appropriate safety operation should be determined for each task; i.e., a dynamic fail-operational/fail-safe scheme is required. Thus, we propose a task-based dynamic fault tolerance scheme, in which the standby mode of redundant computer units and the safety mode of the system change with each individual task. In this paper, a duplex computer system that switches dynamically between hot standby and cold standby is presented. We designed the redundancy controller that is a key component in the system. It arbitrates the failover process between the two computer units and ensures the safety of the robot when failover occurs during cold standby.

This paper is organized as follows. Section II describes the electrical hardware of humanoid robots. In Section III, hardware redundancy techniques used in high-availability computer systems are reviewed, their applicability to computer systems used in humanoid robots is discussed, and the proposed task-based dynamic fault tolerance scheme is presented. Section IV describes the implementation of the proposed scheme. In Section V, the hardware design of the redundancy controller is presented, and the safety failover of this controller is demonstrated by using a duplex system in which it is embedded. Finally, Section VI presents the conclusions of the study.

II. ELECTRICAL HARDWARE OF HUMANOID ROBOTS

Recently developed humanoid robots have a hardware structure based on a distributed control system. By connecting a local controller to each joint servo and positioning them close to each other, it is possible to improve the noise tolerance in the communication line between the central controller and each servo and minimize malfunctions caused by the disconnection of wires. Moreover, the distributed control system facilitates the maintenance of the robots. Bischoff and Graefe [9] proposed design principles for robotic systems with a focus on dependability and developed a humanoid service robot named HERMES. The hardware of HERMES was designed on the basis of modularity in order to enhance the maintainability and availability of the system. The modular architecture and use of commercial-off-the-shelf (COTS) modules enable quick and easy replacement. In HERMES, an industrial PC is used, and a standardized CAN bus connects all the drive modules to the main computer.

Humanoid robots must be controlled in real time while processing a large amount of information. Hence, many humanoid robots contain multiple computer units, each of which has different functions. For example, in the humanoid robot iSHA with two computer units [10], one unit has real-time control capabilities and controls the actuators, while the other unit is engaged in image processing and in the processing of the data acquired from sensory receptors. HRP-2 [5] also secures real-time control capabilities by using two computers. ARMAR-III [11] has a computer architecture that comprises three processing layers: task planning, task coordination, and task execution. Two industrial PCs and three PC/104 modules are used in these processing layers.

New technology used in the field of industrial automation has been adopted in the development of electrical hardware for humanoid robots [12]. This is an attempt to resolve two technical challenges encountered when trying to commercialize humanoid robots. One is the reduction of hardware costs and development costs, and the other is the improvement of reliability. In the past, industrial automation systems were developed using original technology. However, recent global trends toward increased openness and low costs have decreased the significance of dedicated hardware based on original specifications, and currently, industrial automation systems are required to be constructed using general hardware/software components while ensuring reliability. Many humanoid robot engineers have adopted a CAN bus for use as a distributed control network in their robots. The CAN bus is a communication standard that has spread widely in the area of industrial automation. As an attempt to further improve the real-time control performance of humanoid robots, engineers have adopted real-time Ethernet [13]. It is very attractive because it enables high-speed communication and its components are not expensive.

III. CONSIDERATIONS FOR FAULT TOLERANCE IN COMPUTERS USED IN HUMANOID ROBOTS

A. Hardware Redundancy

Fault tolerance — the ability of a system to continue its normal operation in the presence of faults — determines system reliability and availability and is related with safety. Fault-tolerant systems are realized through redundancy in hardware, software, information and/or computations [14]. Hardware redundancy is essential for achieving high system availability; it enables a system to recover from permanent hardware failure. There are two types of hardware redundancies — passive and active. Each redundancy scheme is discussed below.

Passive redundancy is characterized by fault masking, which is performed by voting. Majority voters are the most popular scheme of voting. In order to mask a single fault, at least three operational units are required. N units are readily combined as an N-modular redundant set that tolerates multiple faults. The voter only selects the correct output from the outputs of multiple units. In practical applications, comparators are added to identify a faulty

![Figure 1. The TMR system with comparators.](image_url)
unit. Fig. 1 shows a triple modular redundancy (TMR) system with comparators. A beneficial property of passive redundancy is that continuous operation is guaranteed because any fault within the redundant units does not result in a delay, unless the number of faulty units exceeds the tolerance of the voting. Therefore, many real-time systems demanding continuous operation have been based on the passive redundancy architecture.

Active redundancy is characterized by detecting faults and undertaking some action for recovery. There are many techniques for fault detection. An effective detection method is module or component replication with comparison. After fault detection, the system must be accurately and quickly recovered. Standby sparing is the typical form of system recovery. Active redundancy systems with standby sparing comprise one operational unit and one or more standby units. When a fault is detected in the operational unit, the faulty unit is replaced with a standby unit. This switching is termed as failover. The possibility that some fault prevents the system from activating a standby unit or results in the activation of multiple operational units must be minimized by the system designers. The speed of failover is the factor that determines the system availability. Unlike passive redundancy, most active redundancy systems have a failover delay. However, few real-time dependable systems demand zero delay at failover. Humanoid robots are not considered as severe time-critical applications because they are not required to have higher performance than the speed of human behavior.

Standby sparing schemes are categorized as hot standby and cold standby. In hot standby, the standby unit is powered on and ready to be operational. In cold standby, the standby unit is powered off or idle. High-availability systems use hot standby, by which a short failover time is realized. “Pair and spare” is often employed in high-availability computer systems. Fig. 2 represents the basic pair-and-spare structure with four identical units. Reference [15] describes hardware redundancy of a drive-by-wire system, and proposes a pair-and-spare system to utilize COTS controllers. Therefore, four COTS controllers are used as redundant units. In terms of the power consumption and size, the TMR system is more advantageous than the pair-and-spare system when COTS units are used.

Fig. 3 illustrates a typical implementation of the pair-and-spare technique. The system has one standby unit and four CPUs in total. The central controller in the figure is the memory controller; it also performs error detection for duplicate CPUs. If duplicate CPUs have different outputs in an operational unit, the faulty unit is removed from operation and immediately replaced with a standby unit. In this case, both units are synchronized and their memories are equalized. The power consumed by this pair-and-spare system is lower than that consumed by the system shown in Fig. 2. However, the increasing power consumption of CPUs is a critical problem in humanoid robot applications [16]. The humanoid robot HRP-2 [5][16] has two 1.2-GHz Pentium 3 processors. One processor performs real-time servo tasks for biped-walking control, while the other carries out non-real-time tasks such as vision and speech processing. Considering that the development of HRP-2 was completed in 2002, the selected processor would have been the latest high-performance processor available during the development stage. In [16], it was estimated that computational power equivalent to that of several 3-GHz Pentium 4 processors would be required to achieve high-level recognition and motion planning. The maximum power dissipated in one 3-GHz-class Pentium 4 is approximately 80 W. Thus, the addition of redundant processor sets would further complicate the issue of power consumption in humanoid robot applications. If a humanoid robot is designed to meet functional safety requirements (i.e., IEC 61508 [17]), the duplication of a CPU in its computer unit might be required to improve diagnostic coverage. In the case where multiple CPUs are used in the computer unit, the selection of the CPU to be duplicated is important because the duplication of all the CPUs is not appropriate given the limitations on power consumption, space, and cost.

If the computer of humanoid robots is constructed using standby sparing, these robots would have the advantage that they can remove a faulty unit and install another new unit into their bodies. Thus, they can maintain their hardware system without human intervention. Considering limitations such as power consumption and size, the use of one standby unit would be the best solution. Moreover, unless humanoid robots are performing safety-critical tasks or tasks that cannot tolerate a momentary interruption, it would be appropriate to use cold standby for the saving of power.

Humanoid robots must remain operational in the presence of vibration, shock, electrical noise, and other environmental interference. Therefore, their hardware units...
B. Fail Safe and Fail Operational

The system behavior upon computer failure is an important consideration for the dependability of the system. Humanoid robots are required to behave according to a “fail operational” or “fail safe” concept. “Fail stop” is the simplest mode of fail safe. The selection should be determined on the basis of the task on which the robot is working. In a system based on fail stop, a fault causes the system to a stop or shutdown state in order to avoid a critical accident. The railway signaling system is a well-known safety-critical application based on the fail-stop approach. Avionics systems require the fail-operational and/or fail-safe approach since stopping an aircraft is not possible. The space shuttle avionics system has a comprehensive fail-operational/fail-safe system requirement. For example, in [18], this requirement meant that the avionics system must remain fully capable of performing the operational mission after any single failure and fully capable of returning safely to a runway landing after any two failures; this requirement led to the quadruple redundancy prevalent in much of the space shuttle avionics systems.

Humanoid robot users might require their robots to continue with the tasks until none of the units can recover due to critical faults, i.e., in some cases, it is desirable that the system continues to operate in the fail-operational mode. A good example of this is rescue missions. In the case where computer failure could cause a critical accident, the fail-safe approach is adopted. Suppose future humanoid robots are allowed to drive motor vehicles. When a single fault occurs and all spares are exhausted, the humanoid robot searches an appropriate place to park and deals with the situation within non-safety-related tasks; thus, the robot does not resume driving until a new normal standby unit is installed. Our definition of the safety operation of the humanoid robot upon computer failure is as follows:

- **Fail safe**: When hardware redundancy is lost due to faults, the robot promptly and safely abandons safety-related tasks, and then limits itself to tasks not related to safety.
- **Fail stop**: When a fault occurs in the operational unit during the loss of hardware redundancy, the robot immediately shuts down.
- **Fail operational**: When a fault occurs in the operational unit during the loss of hardware redundancy, the robot is reset; it then continues the interrupted task.

C. Task-based Dynamic Fault Tolerance

On the basis of the abovementioned considerations, we propose a task-based dynamic fault tolerance scheme in which the standby mode of the redundant computer units and the safety mode of the system change with each individual task. This paper describes the task-based dynamic fault tolerance of duplex computer systems. The robot based on this scheme memorizes the mode list describing the standby and safety modes for each task. Table I shows an example of the mode list. Before the robot begins to perform a new task, the computer refers to this list and sets standby and safety modes that correspond to the task. When a robot performs multiple tasks simultaneously, hot standby and fail safe are prioritized. In this section, two state diagrams are presented. The event and signal names are printed in italics. In the figures, the symbols “&”, “#”, and “!” denote logic AND, OR, and NOT, respectively.

Fig. 4 shows the state diagram of the mode of the computer unit. A *begin_critical* event denotes the beginning of a task that demands high availability. This information is obtained from the mode list. When *begin_critical* occurs, the standby unit enters the hot standby state, and when *end_critical* occurs, the standby unit enters the cold standby state. If a critical error is detected during the operational or hot standby states, an *error_detected* event
occurs, and the faulty unit is set to the faulty state. If the error had originated in the operational unit, a failover signal is driven by the operational unit, and the standby unit becomes operational by the failover event. Once a computer unit enters the faulty state, it is not allowed to transition to another state. The only exception is the case where the operational unit in the fail-operational mode repeats failures at short intervals. In this case, the first faulty unit in the faulty state may recover to the operational state.

When one unit continues operation as the operational unit and the standby unit continues to be in the cold standby state, the integrity of the standby unit cannot be verified. Thus, the operational and cold standby units are required to switch their mode. When the standby unit is in the cold standby state, the diagnosis timer of the operational unit generates a diagnosis event at a given interval, following which the mode of both the units changes simultaneously. This is performed in a manner similar to the failover.

Fig. 5 shows the state diagram of the safety mode of the system. In this diagram, for simplicity, the case of the installation of a new unit is not considered. When standby_good is active, the standby unit is normally operating. fail_safe_req and fail_operational_req are generated from the mode list. When fail_safe_req is active, it indicates that the robot is performing a safety-related task.

IV. IMPLEMENTATION OF TASK-BASED DYNAMIC FAULT TOLERANCE

A. Safety Operation upon Computer Failure

We consider the safety operation of humanoid robots in a case where the computer unit fails. Reference [19] is a patent describing a safety operation in mobile robots based on a distributed control system, and it focuses on biped-walking humanoid robots. Each of the local controllers that are installed in the joints of a robot is equipped with a ROM that stores predetermined motion data to control the servo independently from the central controller when a critical error occurs between the local controller and the central controller. For biped-walking robots, falling down is a critical problem with regard to safety. If the central controller fails while the robot is walking, each local controller leads the robot to a safety position according to the motion data stored in the ROM. The safety position means a position that does not cause the robot to injure humans and the environment. This approach will function safely when the robot is simply walking. However, humanoid robots have to realize various movements, and their motion patterns are uncountable. Moreover, the appropriate behaviors and safety positions in the case of emergency shutdown are different for different robot actions and surrounding environments. A safety position under one set of conditions could be hazardous under other conditions. Thus, it is impossible to predetermine the motion patterns that ensure safety under all conditions. A solution that guarantees the safety of humanoid robots with such characteristics is to design the robot to always compute the motions leading to a safety position in case of failure of the computer unit. We incorporate this safety approach in the task-based dynamic fault tolerance by using the redundancy of the computer unit.

B. Implementation

From the considerations described in Section III, the redundant computer system presented here is composed of two units based on standby sparing, each of which implements a single CPU set. Fig. 6 shows a block diagram of the duplex system. The CPU accesses the boot ROM at power-up. The boot ROM stores the data required to start the system and stabilize the robot. The local memory stores motion data that contains the succeeding motions from the present time and the motions to lead the robotic system to a safe condition. The redundancy controller is a key component in the realization of a dependable robot; it has the following main functions:

- Communication between the units
- Power management
- CPU supervisor
- Arbitration of the local bus
- Safety failover

In humanoid robots, a safety issue arises when cold standby is used for their standby computer unit. Since an unpowered unit cannot immediately start to operate, a robot that is in an unstable position falls down when failover occurs during cold standby. The proposed fault tolerance scheme resolves this issue. Using Fig. 6, we illustrate the behavior of the duplex system when the standby unit is in cold standby.
When standby_mode is low, the standby unit is set to the cold standby state. The redundancy controller in the standby unit disables the output of the DC/DC converter to stop the supply of power to the CPU set, main memory, and other devices in the shaded region. The redundancy controller and the local memory are always active, while the mechanical interface device enters a low-power mode. The CPU in the operational unit performs motion planning and writes the motion data to the local memories in both the units (dashed line in Fig. 6). The memory area for the motion data has been partitioned into segments referred to as motion data frames, each of which stores joint angle data. The top address of the motion data frame is aligned on a 64-byte boundary. The frame format is shown in Fig. 7. The motion of the robot is represented by a time series of joint angles. Let $\zeta(t)$ be the joint angle data at time $t$, where $t$ is the present time. The motion data consists of $\zeta(t), \zeta(t+1), \ldots, \zeta(t+k)$. Each motion data frame contains a sequence number and the top address of the motion data frame that contains the next joint angle data; this information is utilized by the redundancy controller to combine the time-series joint angle data. The redundancy controller generates 1-ms interruptions to update the joint angles at intervals of 1 ms each. On receiving the 1-ms interruption from the redundancy controller, the CPU writes the value of the top address of the motion data frame that contains $\zeta(t+1)$ to the motion data address registers (MDARs) of both the redundancy controllers. The redundancy controller of the operational unit refers to its MDAR and transfers $\zeta(t+1)$ from the local memory to the mechanical interface device. Synchronizing both the redundancy controllers is the responsibility of the CPU. The interruptions of 1 ms are generated when the value of the 1-ms counter returns to zero. After receiving a 1-ms interruption from the redundancy controller of the operational unit, the CPU accesses the redundancy controller of the standby unit and reads the counter value. When the value is above a threshold $T_l$ or below another threshold $T_h$ ($T_l < T_h$), the CPU resets the 1-ms counter of the redundancy controller of the standby unit.

Since failover during cold standby requires a long time, a walking or working robot might fall down during the failover. In order to prevent the robot from hazardous...
behaviors during failover, a safety failover subsystem is implemented in the redundancy controller. The redundancy controller has a watchdog function to check the condition of the CPU. The controller sends the 1-ms interruption to the CPU and checks whether the CPU correctly accesses the MDAR in the controller within 1 ms. When this access is not detected, error_detected shown in Figs. 4 and 5 is active; the redundancy controller drives failover if standby_good is active. The controller isolates the unit from the robotic system by enabling the isolator. The operational unit enters the faulty state and is disabled. When failover is driven, the redundancy controller of the standby unit enables the DC/DC converter and activates the unit. Simultaneously, the safety failover subsystem inside successively transfers motion data to the mechanical interface unit every 1 ms. Fig. 8 depicts an example of a motion that is performed after computer failure. In the figure, when a robot is walking, failover occurs at time $t$. The robot is walking at time $t + i$. It continues walking in the time interval between $t + i$ and $t + j$ during which it starts to move in a safety position; it finally attains the safety position at time $t + k$. If the movement time during failover is limited to 5 s, the minimum memory required for motion data is 320 Kbytes. The safety approach based on the computation of redundant motion data enables the utilization of cold standby in the computer unit of humanoid robots; this approach prevents not only the falling down of the robot but also any hazardous behaviors caused by the failure of the computer unit.

When standby_mode becomes high, the standby unit is set to the hot standby state, and the standby unit is synchronized with the operational unit. Data equalization of the two units is performed through a bus between the memory controllers. Since the redundancy controller checks the condition of the CPU every 1 ms, the maximum failover time in the hot standby state is 2 ms.

When the standby unit is faulty, i.e., standby_good is inactive, the system will shut down or reboot with the next failure. In this case, while holding the CPU reset active, the redundancy controller of the operational unit transfers motion data from the local memory to the mechanical interface device and moves the robot to a safety position. If the safety mode of the system is fail operational, the CPU reset is released by the redundancy controller after the robot attains the safety position.

In terms of power consumption and size, this duplex system represents the minimum structure capable ensuring the availability and safety of humanoid robots. The redundancy controller and local memory are components that are added in order to realize the duplex system. If the power consumption of these components is sufficiently small, the power consumption of this duplex system can be equivalent to that of the single system when the standby unit is in the cold standby state.

V. DEVELOPMENT OF THE REDUNDANCY CONTROLLER

We performed the hardware implementation of the proposed redundancy method. This paper focuses on the design of the redundancy controller and examines the scale of the circuit. We used two identical evaluation boards containing two FPGAs, synchronous SRAMs, and a PCI add-in card edge connector. Fig. 9 shows the duplex evaluation boards that are installed in a PCI-bus extension unit. One FPGA is the Altera ACEX device (P/N: EP1K50QC208-1), which is used for the redundancy controller. The other FPGA is the Altera Cyclone device (P/N: EP1C6Q240C6), which behaves as the CPU and the mechanical interface device, as shown in Fig. 6. In this design case, we call this device the central controller. The local memory is a 4M-bit synchronous SRAM. We used two identical evaluation boards containing two FPGAs, synchronous SRAMs, and a PCI add-in card edge connector. Fig. 9 shows the duplex evaluation boards that are installed in a PCI-bus extension unit. One FPGA is the Altera ACEX device (P/N: EP1K50QC208-1), which is used for the redundancy controller. The other FPGA is the Altera Cyclone device (P/N: EP1C6Q240C6), which behaves as the CPU and the mechanical interface device, as shown in Fig. 6. In this design case, we call this device the central controller. The local memory is a 4M-bit synchronous SRAM. In this board, two synchronous SRAMs are mounted as the main memory for the central controller. With regard to data transfer between two redundancy controllers, it is suitable to use a low-power serial bus; however, this design performs the data transfer on a PCI bus due to the utilization of the PCI-bus interface of the evaluation board. Four signal lines used for redundancy control connect the two boards through the connector of the front bracket. The local bus is a synchronous bus that operates at a frequency of 55 MHz. The system clock frequency of the redundancy controller is also 55 MHz. Only the PCI interface part of the controller operates at 33 MHz. The Altera ACEX device used in this design provides 50000 typical gates. The number of logic elements is
Future humanoid robots will be involved in various tasks, including safety-related tasks. In this scenario, the requirement for the dependability of the humanoid robot will dynamically change according to the importance of the tasks. This paper demonstrated that humanoid robots require a new type of fault tolerance and presented a duplex computer system that switches between hot standby and cold standby according to each individual task. Among real-world redundant computer systems that use standby sparing, there exist very few systems that switch dynamically between hot standby and cold standby during operation; this is because dynamic switching of the standby mode has not been an application requirement thus far. Humanoid robots could be the typical application that requires such dynamic fault tolerance schemes. We indicated that a safety issue arises in humanoid robots when cold standby is used for their standby computer unit. Since failover during cold standby requires a long time, the robot remains inactive in the meanwhile and therefore poses a hazard. In a human environment, the emergency stopping of a mobile robot does not necessarily guarantee the safety of the robot. This paper also presented a safety failover subsystem to resolve this problem. We note that the proposed fault tolerance scheme is effective not only for humanoid robots but any mobile robot that must act autonomously in a human environment.

REFERENCES


© 2008 ACADEMY PUBLISHER
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