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\textbf{Abstract}—Although the use of electronic component placement machines has brought reliability and speed to the printed circuit board (PCB) assembly process, to get higher utilization, one needs to solve the resulting complex operations research problems efficiently. In this study, the problem of distributing the assembly workload to two machines deployed on an assembly line with two identical component placement machines to minimize the line idle time is considered. This problem is NP-Complete even in its simplest form. A mathematical model and several heuristics have been proposed to solve this problem efficiently.

\textbf{Index Terms}—Printed Circuit Board Assembly, Load Balancing, Heuristics

I. INTRODUCTION

The use of numerically or computer controlled electronic component placement machines in assembling printed circuit boards (PCB) brings major gains in productivity and efficiency through their fast, error free and reliable component placement operations. To utilize these automatic machines efficiently, serious planning and scheduling decisions should be made on the production floor. Some of these decisions are 1) allocation of component types to machines, 2) determination of board production sequence, 3) allocation of component types to feeder cells (feeder configuration) and 4) optimization of component placement sequence. All these problems are interdependent, i.e., the solution of any problem affects the solution of others. Such interdependency is more evident between the first two and last two problems. When a global optimal production strategy is sought, all four problems should be solved simultaneously. However, since each of these problems is quite complex by itself (i.e., they are generally NP-hard), trying to build and solve a monolithic model is quite difficult and intractable. Hence, usually, these problems are solved separately and iterative solution methods are deployed to cope with the interaction between them.

In this study, the component allocation problem, the first one of the four major problem classes of the automated assembly of PCBs, is considered. Note that, component allocation problem can be classified as machine load balancing problem in the broad sense.

The literature on PCB assembly problems is quite extensive. However, most of the literature is related to the feeder configuration and placement sequencing problems. A general overview of PCB assembly problems is given by McGinnis et al. [2] and Ji and Wan [3]. Francis and Horak [4] consider the problem of choosing the numbers of reels of each type of components to be used in populating a printed circuit board by a SMT machine. The objective is to maximize the length of an uninterrupted machine production run, while using no more slots for reels than are available. Carmon et al. [5] minimize the total setup time to change the feeder

\textsuperscript{1} An earlier version of this paper which has been presented at ISCIS'06: The 21st International Symposium on Computer and Information Sciences, November 1-3, 2006 Istanbul, Turkey, has been published in Lecture Notes in Computer Science [18].  
\textsuperscript{2} The corresponding author
configuration and propose the group set-up (GSU) method (grouping similar boards), which can significantly reduce set-up times. Askin et al. [6] address the problem of minimizing the makespan for assembling a batch of boards with a secondary objective of reducing the mean flow time. Ben-Arieh and Dror [7] study the problem of assigning component types to insertion machines with the aim of balancing the workload assigned to machines. The study of Ho and Ji [8] is one of the few studies attempting to solve two PCB assembly problems (feeder configuration and placement sequencing) simultaneously.

Sadiq et al. [9] propose an iterative approach that minimizes the total production time for a group of PCB assembly jobs on a single machine when the sequencing and allocation of different component reels to feeder carriage are considered together. Ahmadi et al. [10] consider a placement machine, which features two fixtures for the delivery of components to the placement heads. They investigate the case where all components are accessible and the case of a static pick sequence. Crama et al. [11] propose a heuristic hierarchical approach to optimize the throughput rate of a line of several component placement machines with three placement heads, all devoted to the assembly of a single type of PCB. Given a line of placement machines and a family of boards Klomp et al. [12] propose a heuristic for the feeder rack assignment problem. Hillier and Brandeu [13] develop the Cost Minimizing Workload Balancing Heuristic to balance the workload among the semi-automatic placement machines and the manual assembly stations. Some of the other related studies can be found in [14, 15, 16].

In the next section, the description and formulation of the problem setting considered in this study are given. The description of the full set of solution procedures investigated can be found in section three. In section four, the results and performances of these algorithms on randomly generated test problems are discussed. One of the most promising algorithm is discussed in details. The results of the algorithms are improved significantly using an exchange procedure. Finally, in section five, the concluding remarks are given.

II. PROBLEM DESCRIPTION AND FORMULATION

The form of the load balancing (component allocation) problems in automated PCB assembly shows a large variability. Some of the parameters that determine the underlying component allocation problem setting are differences in machine architecture (type), characteristics of the production processes and engineering preferences. More specifically these parameters could be the speed of machines, the number and type of feeder cells on each machine, nozzle types that each machine can use, batch or continuous processing, set-up time requirements to change feeder configurations, product mix and volume, the number of machines of each type, demand structure, component replenishment time, the number of placement machines a PCB visits during assembly, frequency and duration of changes in feeder configuration. As a result, the number of different load balancing problems can be as large as the number of PCB assembly facilities.

In this study, the machine type considered is one with a component pickup device, stationary placement head and moving carrier board. In this machine, circular shaped turning component pickup device takes the role of the sequencer machine. The component tape is placed along the perimeter of the device and performs each placement just after the desired precise placement location is aligned beneath the head currently over the carrier board. The pickup device, which usually has 20 to 120 heads, picks up the components to its heads in the placement order from the component tapes. The placement sequencing problem turns out to be a Chebyshev Traveling Salesman Problem and the layout of the component tapes can be formulated as a simple allocation problem [1]. Two examples of this type of machines are the Universal 6287A and the Dynapert Intellisert V12000 axial component placement machines.

The boards are populated by two machines sequentially. There is a conveyor belt between the machines, which carries the partially completed boards from machine 1 to machine 2 (see figure 1). For this assembly environment case, the following assumptions are undertaken regarding the load balancing problem:

A1. Machines are identical. In other words, they have the same speed, the same nozzle sets and the same number of feeder locations.
A2. Component types are also identical in regard to their slot requirements in the feeder area and the same nozzle can be used for all component types in the assembly process.
A3. Assembly of a new board cannot start unless both machines are cleared by the currently assembled board.
A4. The total number of component types is equal to the total number of feeder locations on two machines.
A5. There is no sequence dependent setup time when production switches between different board types.
A6. The total number of component types to be populated on any PCB type is larger than the feeder capacity of either machine, so that each board type requires both machines to be fully assembled.
A7. The demand for PCB types are known and fixed for the planning period under consideration.
A8. The placement of each component takes unit time.
A9. The production environment is high-mix, low-volume.
A10. The setup times incurred in changing a component type in the feeder are very high.
A11. Since the boards are reliably transferred by the conveyor belt, there is no engineering preference regarding population of the PCBs on a single machine.
A12. Buffer of partially completed boards is not desired due to the engineering preferences.

The objective is to partition the set of component types into two to maximize the average production rate. In other words, our objective is to distribute the workload among the machines has a good balance regarding each particular board type.

The problem stated above can be formulated as an integer program. First, we will introduce the notation. Let \( i \) be the component type index \((i=1,...,n)\), \( j \) be the board type index \((j=1,...,m)\), \( a_i \) be the number of boards of type \( j \) to be produced, \( P_j \) be the number of component types of type \( i \) to be placed on board type \( j \) and \( F \) be the feeder capacities of machine 1 and machine 2.

In this problem, the decision is to assign the components to different machines in such a way that the total processing time required to process all of the demand on a machine is as close to the total amount of processing on the other machine. Note that we assume the total processing time is proportional to the total number of components placed. The decision variables are

\[ X_i = \begin{cases} 1 & \text{if component type } i \text{ is assigned to machine 1} \\ 0 & \text{otherwise} \end{cases} \]

Now, the problem can be formulated similar to [7] as follows:

where \( \sum_{j=1}^{m} a_j \sum_{i=1}^{n} X_{ij} P_j - \sum_{i=1}^{n} (1 - X_{ij}) P_j \) reflects the total waiting (idle) time or imbalance of the machines for a particular board type \( j \). As a result, in the above formulation, the objective function (1) shows the sum of the machine workload imbalances resulting from the assembly of each particular board type. Using constraint (2), it is ensured that the workload assigned to machine 1 is greater than or equal to the workload assigned to machine 2. This guarantees that a smaller amount of work-in-process inventory is accumulated between two machines. Constraint (3) is the feeder capacity constraint. Since \( \sum_{j=1}^{m} a_j \sum_{i=1}^{n} X_{ij} P_j - \sum_{i=1}^{n} (1 - X_{ij}) P_j \) is the number of components required for board type \( j \), the objective function and constraint (2) can further be simplified to the second term in equation (4).

When \( a_j = 1, j = 1,...,n \) (i.e., a special case of our problem), Ben-Arieh and Dror [7] prove that the resulting problem is NP-Complete. As a result, the problem formulated above is also NP-Complete. Below, we summarize the heuristic methods considered to solve the component allocation model presented above.

III. SOLUTION PROCEDURES DEVELOPED

A total of 28 heuristics were developed to find a good quality solution for the component allocation problem defined in the previous section. All of these algorithms have two mechanisms in their structure: component sorting and component assignment. Component sorting rules determine the order of the component assignment to the machines. On the other hand, component assignment rules decide which machine a given component type is to be assigned. Below, we present five component sorting and three component assignment rules:

A. Component Sorting Rules

i- Component Popularity (CP): The popularity of a component is measured by the number of board types on which it is used, i.e.,

\[ CP_i = \sum_{j=1}^{m} Y_{ij} \]

where \( Y_{ij} = \begin{cases} 1, & \text{if component type } i \text{ is placed on board type } j \\ 0, & \text{otherwise} \end{cases} \)

In this sorting scheme, components are sorted in non-increasing CP values. If there are more than one component types with the same popularity, the one which is consumed more in the planning period gets higher priority.

ii- Component Usage (CU): The total number of placements of each component type over all boards is calculated (i.e., \( CU_i = \sum_{j=1}^{m} a_j P_j \)) and the components are sorted in non-increasing order of CU values. This way, component types having higher usage are assigned to machines in a balanced manner in the earlier stages and it is hoped that the balance will not be much deteriorated by the least used component types.

iii- Standard Error (SE): The standard error of a component type \( i \) is given by the following equation:

\[ SE_i = \left( \frac{\sum_{j=1}^{m} P_j}{m} \right)^2 \]
where, \( m \) is the number of board types. Under this rule, the component types are ordered according to non-decreasing order of their SE values.

The logic for CP and CU rules is quite intuitive. SE sorting rule ensures that the component types which have a homogenous usage over all board types (which may imply component types used by most of the board types) are more important than the others and they should be handled first and distributed to machines as equally as possible. The numerator of the above expression (sum of squared errors) reflects this. On the other hand, among the component types, which have similar usage homogeneity, the ones with larger average usage are more important which is reflected by the expression in the denominator.

iv- Board-component Usage (BU): This is a two step component sorting rule; first, board types are ordered according to the number of components to be populated on them. Board types requiring more components (higher \( N_i \)) are more important and come earlier in the list. First board type in the list is picked up and the component types that exist on that board are ordered in non-increasing order of their usage on that board. Then, the second board type is picked and the component types that exist on that board but not yet included in the ordered list before, are added at the end of the list with the same logic. This procedure continues until the ordered list contains all component types.

v- RN (random): Component types are ordered in a random manner. This rule will be used as a benchmark for comparisons with other sorting rules.

B. Component Assignment Rules

i- Less Work Rule A (LWA): This rule picks up the component types from the component sort list one by one and assigns them to the less work assigned machine. While processing the BU list, the assigned work of a machine is the total number of component placements for the board type being handled at that time.

ii- Less Work Rule B (LWB): This rule is similar to LWA and differs only in the algorithms related to the BU component sort rule. During the processing of the BU list, the assigned work of machines is taken as the total work related to all board types.

iii- Greedy Optimization (GR): This rule seeks a partial load balance at each step. Each time a new component type is picked up from a sorting list, the value of the objective function for the partial feeder configurations attained so far is calculated for both possible machine assignments, and the machine corresponding to a lower objective function value (imbalance) is chosen for assignment.

C. Heuristics Procedures Considered

In this research, 28 load balancing algorithms are experimented with for the two identical machines case. A naming convention is used to identify the individual algorithms with respect to the sort and assignment rules deployed: A two letter code for component sort rule is first written in upper case and it is followed by the component assignment rule code in lower case (e.g. CUgr). The letters "a" and "b" are used to denote component assignment rules LWA and LWB, respectively. With RAN, component types in the RN sort list are assigned to machines in an alternating manner.

If the algorithm uses one component sort list partially and then another one, both sort rules are written one after the other and this is followed by a number (1, 2 or 3) which denotes the filling ratio of total feeder locations on both machines upon which the algorithm switches from the first sort list to the second: "1" denotes 25 per cent filling ratio, whereas "2" and "3" denote 50 per cent and 75 per cent, respectively. If the filling ratio does not lead to an integer value for the number of feeder locations, it is rounded off to the nearest integer.

For example, if we have two identical machines, each having 15 feeder locations and if we are trying to assign 30 component types to these machines using CUBU1a algorithm, it will work as follows: A total of eight component types will be picked from the CU ordered list and will be assigned to either of the machines according to the LWA assignment rule. After this, the BU ordered list will be considered up and starting from the first component type in this list that has not already been assigned to a machine, the assignment of all component types that are not assigned to a machine will proceed.

Below is the list of the algorithms we experimented with for two identical machines case:

- CPa
- CPgr
- CPBU1a
- CUBU1a
- SEBU1a
- CUA
- CUgr
- CPBU2a
- CUBU2a
- SEBU2a
- SEA
- SEgr
- CPBU3a
- CUBU3a
- SEBU3a
- BUa
- B Ug r
- CPBU1b
- CUBU1b
- SEBU1b
- BUb
- RAN
- CPBU2b
- CUBU2b
- SEBU2b
- CPBU3b
- CUBU3b
- SEBU3b

Here RAN is the short name for random. With RAN, component types in the RN sort list are assigned to machines in an alternating manner.

IV. COMPUTATIONAL EXPERIMENTATION

In this section, we will first present the experimentation setup. Next, we will briefly compare the effectiveness of the proposed heuristics. Later, we will concentrate on CUgr algorithm, which seems to be the most effective one and discuss the results obtained to gain a better insight to the component allocation problem.

A. Experimental Setup

In the test problems generated, the number of component types varies between 20 and 120. The number of different board types assembled is either 10 or 20. The lot size for
each board type is uniformly distributed between 1,000
and 10,000.

In real world problems, most of the component types
are populated on boards in small quantities (1 or 2), while
few are populated in larger numbers. Regarding this fact,
the elements of the placement matrix (P), are generated
using the following procedure:

<table>
<thead>
<tr>
<th>Range</th>
<th>( P_{ij} )</th>
<th>Assumed Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-40</td>
<td>0.4</td>
<td>40</td>
</tr>
<tr>
<td>41-55</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>56-70</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>71-78</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>79-85</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>86-91</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>92-96</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>97-100</td>
<td>7</td>
<td>4</td>
</tr>
</tbody>
</table>

The following naming convention has been utilized for
the randomly generated test problems. PRnm is a
problem with \( n \) components (the problem size), and \( m \)
boards. In our experimental setting, test problems are
generated for \( n=20, 30, 40, 60, 80, 100 \) and 120
and \( m=10 \) and 20. For each \( (n, m) \) combination, heuristics are
tested on six randomly generated test problems. For all
generators the percent deviations of the algorithms from
the best solution are calculated and displayed on tables 1
and 2 (i.e., each entry in these tables shows the average
imbalance deviation from the best solution of six
problems having the same parameters). In these tables,
also, the overall average for all problems (Average) is
displayed.

### B. Comparison of the Proposed Heuristics

As can be seen in table 1, CUs, which is very similar to
the algorithm proposed by Ben-Arieh and Dror [7], on
the average, behaves 32% worse than the best solution
found by 28 algorithms when \( m=10 \). Among 28
algorithms, other than the greedy ones, when \( m=10 \),
the best average solution obtained is worse than 285%.
The greedy algorithms perform much better than the
construction algorithms. On the average SEGr finds
solutions which are 156% worse than the best solution
(SE’s performance is 419%). The other greedy
algorithms, on the average find solution 35.6% worse
than the best solution. Similar observations can be
found when \( m=20 \) (see table 2). Among the greedy algorithms,
BUGr provides better solutions when \( n \) is small. When \( n \)
gets larger, CUgr is the most efficient algorithm. Another
interesting point to note is that some algorithms perform
worse than the random allocation.

To summarize, when average deviations are considered,
it can be observed that the greedy algorithms certainly
outperform the others: CUgr and BUgr are the
first best and second best heuristics for both \( m=10 \)
and \( m=20 \) problems. Also, note that the performance of CUgR
algorithm gets better as the problem size increases.

#### TABLE I. Deviation from Best Solution, \( m=10 \).

<table>
<thead>
<tr>
<th>CPa</th>
<th>CUa</th>
<th>SEa</th>
<th>BUa</th>
<th>CUBua</th>
<th>CURua</th>
<th>CUBu2</th>
<th>CURu2</th>
<th>CPBu1a</th>
<th>CPBu2a</th>
<th>CPBu3a</th>
<th>SBU1a</th>
<th>SBU2a</th>
<th>SBU3a</th>
<th>CPe</th>
<th>CUg</th>
<th>SEg</th>
<th>BuG</th>
<th>RAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR2010A</td>
<td>1.05</td>
<td>1.63</td>
<td>2.31</td>
<td>2.48</td>
<td>2.03</td>
<td>1.82</td>
<td>1.74</td>
<td>1.82</td>
<td>1.74</td>
<td>1.82</td>
<td>1.74</td>
<td>1.82</td>
<td>1.74</td>
<td>1.82</td>
<td>1.74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR3010A</td>
<td>1.80</td>
<td>1.91</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR4010A</td>
<td>1.60</td>
<td>2.07</td>
<td>2.48</td>
<td>3.08</td>
<td>2.77</td>
<td>2.33</td>
<td>2.24</td>
<td>3.13</td>
<td>1.65</td>
<td>1.34</td>
<td>3.10</td>
<td>2.67</td>
<td>1.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR5010A</td>
<td>2.92</td>
<td>2.95</td>
<td>2.68</td>
<td>4.53</td>
<td>4.53</td>
<td>2.95</td>
<td>2.03</td>
<td>2.95</td>
<td>2.03</td>
<td>2.95</td>
<td>2.03</td>
<td>2.95</td>
<td>2.03</td>
<td>2.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR6010A</td>
<td>2.98</td>
<td>2.76</td>
<td>2.68</td>
<td>2.68</td>
<td>2.68</td>
<td>2.68</td>
<td>2.68</td>
<td>2.68</td>
<td>2.68</td>
<td>2.68</td>
<td>2.68</td>
<td>2.68</td>
<td>2.68</td>
<td>2.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR7010A</td>
<td>2.10</td>
<td>1.98</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td>2.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR8010A</td>
<td>1.50</td>
<td>1.24</td>
<td>1.89</td>
<td>2.33</td>
<td>2.16</td>
<td>1.50</td>
<td>1.24</td>
<td>1.89</td>
<td>2.33</td>
<td>2.16</td>
<td>1.50</td>
<td>1.24</td>
<td>1.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR9010A</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR10010A</td>
<td>0.58</td>
<td>0.32</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### TABLE II. Deviation from Best Solution, \( m=20 \).

<table>
<thead>
<tr>
<th>CPa</th>
<th>CUa</th>
<th>SEa</th>
<th>BUa</th>
<th>CUBua</th>
<th>CURua</th>
<th>CUBu2</th>
<th>CURu2</th>
<th>CPBu1a</th>
<th>CPBu2a</th>
<th>CPBu3a</th>
<th>SBU1a</th>
<th>SBU2a</th>
<th>SBU3a</th>
<th>CPe</th>
<th>CUg</th>
<th>SEg</th>
<th>BuG</th>
<th>RAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR2010A</td>
<td>1.28</td>
<td>1.33</td>
<td>1.33</td>
<td>1.20</td>
<td>0.98</td>
<td>1.34</td>
<td>1.44</td>
<td>0.16</td>
<td>0.35</td>
<td>0.43</td>
<td>0.40</td>
<td>1.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR3010A</td>
<td>2.13</td>
<td>1.93</td>
<td>1.93</td>
<td>1.83</td>
<td>1.70</td>
<td>1.74</td>
<td>0.84</td>
<td>1.23</td>
<td>0.99</td>
<td>1.23</td>
<td>0.99</td>
<td>3.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR4010A</td>
<td>1.85</td>
<td>2.25</td>
<td>2.25</td>
<td>2.18</td>
<td>2.10</td>
<td>2.40</td>
<td>1.97</td>
<td>1.97</td>
<td>1.97</td>
<td>1.97</td>
<td>1.97</td>
<td>2.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR5010A</td>
<td>2.42</td>
<td>2.84</td>
<td>3.51</td>
<td>3.46</td>
<td>3.50</td>
<td>3.50</td>
<td>3.50</td>
<td>3.50</td>
<td>3.50</td>
<td>3.50</td>
<td>3.50</td>
<td>4.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR6010A</td>
<td>4.15</td>
<td>4.56</td>
<td>4.18</td>
<td>4.65</td>
<td>4.96</td>
<td>4.24</td>
<td>4.32</td>
<td>4.58</td>
<td>0.65</td>
<td>1.28</td>
<td>0.37</td>
<td>5.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR7010A</td>
<td>4.21</td>
<td>4.21</td>
<td>4.21</td>
<td>3.83</td>
<td>3.83</td>
<td>3.83</td>
<td>3.83</td>
<td>3.83</td>
<td>3.83</td>
<td>3.83</td>
<td>3.83</td>
<td>5.97</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR8010A</td>
<td>5.54</td>
<td>5.54</td>
<td>5.54</td>
<td>5.54</td>
<td>5.54</td>
<td>5.54</td>
<td>5.54</td>
<td>5.54</td>
<td>5.54</td>
<td>5.54</td>
<td>5.54</td>
<td>6.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR9010A</td>
<td>5.11</td>
<td>3.32</td>
<td>3.32</td>
<td>3.32</td>
<td>3.32</td>
<td>3.32</td>
<td>3.32</td>
<td>3.32</td>
<td>3.32</td>
<td>3.32</td>
<td>3.32</td>
<td>3.32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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C. Further Analysis of CUgr Solutions

In this section, the results obtained by the CUgr algorithm are further explored. Specifically, the change in the imbalance values obtained when the number of component types or board types are changed is analyzed.

The Effect of the Number of Components on the Total Imbalance

Referring to the imbalance values obtained by the algorithms we observe that especially for the best performing algorithm CUgr, the objective function values of different problems seem to be independent of the problem size (see table 3). The objective function values obtained by CUgr algorithm are displayed in table 3 below when \( m=10 \) and \( m=20 \) for 42 randomly generated problems. The average imbalance value when \( m=20 \), seems to be distinctly lower than that of problems having \( m=10 \) (for CUgr, the average objective function value is 80,000 for \( m=10 \) and 238,000 for \( m=20 \)).

We have applied regression to test the existence of a linear relationship between the imbalance values and the number of components on a board. When \( m=10 \), the regression results in \( IMBALANCE = (91,400 - 150n) \). When the confidence level is chosen to be 95%, the coefficient of \( n \) has a confidence interval of \([-340, 40]\). Furthermore the coefficient of \( n \), when \( m=20 \), has a confidence interval of \([-330, 540]\). Additionally the coefficient of \( n \) seems to be distinctly larger than that of problems having \( m=10 \).

As more component types are added, it is reasonable to expect that these increasing and decreasing effects will lead to a minimal change in the total imbalance level. This observation may also be valid for the true optimal values based on the several problems whose optimal solutions were found.

The Effect of the Number of Board Types on the Total Imbalance

To analyze the impact of the number of board types on the objective function value, 28 randomly generated problems having \( m=1 \) to \( m=28 \) are solved using the CUgr algorithm. In figure 2, the scatter diagram show a linear increasing relation between imbalance per board \( (ipb) \) and the number of board types. This linear trend is validated using regression by which the following linear relation is obtained:

\[
ipb = 2.58 + 0.45 \cdot m, \text{ with } r^2 \text{ value of 0.65.}
\]

For problems having the same number of board types and random generation parameters, the total imbalance is around a specific value independent of problem size.

This statement can also be intuitively explained as follows: Given a partial solution (optimal or near optimal) for a particular problem size, addition of a new component type may increase the workload imbalance between the machines, since it will be assigned to either one of the machines. But a second additional component will probably be assigned to the other machine and it will have an overall balancing effect on the imbalance value. As more component types are added, it is reasonable to expect that these increasing and decreasing effects will lead to a minimal change in the total imbalance level. This observation may also be valid for the true optimal values based on the several problems whose optimal solutions were found.
The imbalance values for \( m=10 \) and \( m=20 \) estimated using equation six are 70,800 and 231,600, respectively. It is interesting to note that, these values are not very much different from the average values (80,000, 238,000) mentioned above.

D. Improving the Results from the CUgr Algorithm

Though the results indicate that, the CUgr algorithm is the best heuristic among all experimented in this study, on the average, it finds solutions 25% and 16% worse than the best solution for \( m=10 \) and \( m=20 \) cases respectively. This indicates that there is still room for improvement: Consequently, for the smaller size problems \((n=20, 30, 40 \text{ and } m=10, 20)\) we apply an exchange heuristic (2-opt procedure) to improve the CUgr solution. When 2-opt is applied, the exchange heuristic results in an average improvement of 43%, which is quite impressive.

In addition to this, we solved six problems (from \( n=20, 30 \text{ and } 40 \text{ when } m=10, \text{ two problems each) to optimality using GAMS (General Algebraic Modeling System) CPLEX. According to the results of these six runs, the total imbalance values found by CUgr+2-opt are decreased by 5.2 per cent on the average.}

The results obtained by CUgr+2-opt comply with the observation made in section 4.C. That is, independent of the problem size, the imbalance values obtained seem to be constant (average values are 43,000 and 141,000 for \( m=10 \) and \( m=20 \) cases respectively). Although, it is not suitable to drive a statistical conclusion using only six problems, a similar behavior seems also valid for the problems solved to optimality.

As a result of the considerable improvement brought by 2-opt, the best solution methodology in minimizing the total imbalance value is the combined heuristic CUgr+2-opt. However, the application of 2-opt is a very time consuming task and it is not easy to apply to larger size problems. Actually, this may not even be necessary based on the discussion given below.

Recall that, in our problem formulation, the objective function value reflects the total waiting (idle) time (I) of the machines. In these formulations, we do not give any consideration to the ratio of this idle time to the total production time (TPT). TPT is calculated as the total number of components to be populated on two machines plus the total imbalance value. The importance of the percentage of imbalance in total production time (I/TPT) is obvious. It gives the percentage of time that the machine capacities cannot be utilized. The calculations of I/TPT values for 10 and 20 board types are made and averaged for the six problems generated with the same scheme. The average I/TPT values with respect to the problem sizes are depicted in figures 3 and 4.

A lower bound (LB) on actual I/TPT values is calculated as follows: Taking a particular board type into consideration, the total number of components is either even or odd. When it is odd, that particular board will bring at least one imbalance. On the other hand, when it is even, there might be no imbalance at all. For the experimentation that has been made, the lower bounds obtained are divided by TPT and tabulated in the LB columns of table 4. The imbalance values obtained by CUgr+2-opt are also divided by TPT and these values are shown in UB (upper bound) columns. For the larger problem sizes where 2-opt was not applied \((n=60)\), based on the observation of section 4.3.1, the average imbalance value of 43,000 is assumed and it is divided by TPT.

The UB values (CUgr+2-opt values) are the upper bounds for the optimal values. However, since the imbalance values obtained by CUgr+2-opt could only be improved by 5.2% (based on six problems) and as the denominator of I/TPT gets even larger when \( n \) increases, the gap between the UB and LB decreases significantly implying that the quality of the solution gets better significantly.

![Figure 3. Imbalance versus Total Production Time (m=10).](image)

Regarding the difference between the I/TPT and the UB values (the post 2-opt values), we see that, for problem sizes greater than 60, the solutions generated by CUgr algorithm can only be improved by 0.6 to 1.0 per cent for \( m=10 \), and 0.5 to 1.9 per cent for \( m=20 \) by the 2-opt implementation. This small room for the improvement leads us to an important conclusion:

**For smaller problems it is a good idea to apply 2-opt to the CUgr solution but for larger problems CUgr itself is sufficient.**

Another strength of the CUgr algorithm is its speed. The greedy rule finds a solution in \( n \) iterations and thus has a complexity of \( O(n) \). Considering also the \( O(n \log n) \) complexity of the CU sort rule, the overall complexity of CUgr algorithm is \( O(n \log n) \).
In this study, the problem of allocating component types to machines for PCB assembly is considered. The focus is on two identical machines case. Based on the assumptions given in section 2, for this load balancing problem, the objective is to minimize the total load imbalance on machines. This problem, in its simplest form is a very difficult problem. As a result, twenty eight different algorithms are developed and their performances are tested. It is shown that, when the problem setup considered in this study the CUa algorithm of Ben-Arieh and Dror [7] performs quite poor. Among these algorithms, the greedy algorithm, CUgr, performed the best and its performance is considerably improved by applying an exchange heuristic (2-opt).

The solution procedures proposed here can also be extended to handle more complex problems where there are restrictions on allocating certain components to specific machines or when the slot requirements of component types are not the same, or when the machines have different nozzle sets that they can handle. On the other hand, component allocation problem in the existence of more than two machines or two non identical machines are the main further research areas of this study.
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