Image Inpainting Based on Sparse Representation with Histogram Dictionary
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Abstract: This paper proposes a novel image inpainting algorithm based on sparse representation with histogram dictionary. In the propose method, it is a patch-based inpainting method, a patch as the basic unit of inpainting algorithm. Instead of using all the known image patches to form a dictionary, we propose to construct a histogram dictionary by using the histogram. If the histogram between an image patch which cuts from the source region of the input image and the target patch are similar, the image patch as the similar patch is selected to generate a similar dictionary for inpainting algorithm. Two kinds of similarity methods are proposed, so two kinds of histogram dictionaries are corresponding. These histogram dictionaries can ensure a large related to the target patch. Experimental results show that the proposed inpainting method using the histogram dictionary can efficiently inpainting of missing areas.
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1. Introduction

The filling-in of missing or corrupted region in an image, which is cased image inpainting and is an inverse ill-posed problem, is an import topic in the field of computer vision and image processing [1]-[7]. Image inpainting, has been extensively investigated in the applications of digital effect (e.g., object removal), image coding and transmission (e.g., recovery of the missing block), image restoration (e.g., scratch or text removal in photograph), etc. [1]-[3].

Many approaches for image inpainting problem have been proposed [1]-[3], [5]-[14]. Generally, these methods are categorized into three categories: diffusion-based inpainting approach, exemplar-based inpainting approach, and inpainting approach based on sparse representation[1], [3], [6]. The first category is named as diffusion-based inpainting methods, which are based on the parametric model or partial differential equation (PDE). Bertalmio et. al [1] started to use the anisotropic diffusion partial differential equations (PDF) for image inpainting. Once the user selects the region to be restored, they can use the information surrounding the missing region to restore them by using information propagation. The directions of the propagation are based on the direction of the isophotes. Considering the image intensity corresponds to a stream in fluid dynamics and isophote is correspond to flow streamlines, they also proposed a method of image inpainting by using the Navier-Strokes equation in fluid dynamics [6]. Chan and Shen [7] proposed a model based on Total variation (TV) for image inpainting. Although these diffusion-based inpainting methods perform well for filling the non-texture or relatively smaller missing
region, some blur will be introduced in the texture or large missing region.

In the exemplar-based inpainting method, this kind of methods are inspired by the idea of texture synthesis technique [8]. These algorithms see the image patch as a unit, and the basic idea of these algorithms is finding the best match patch to inpaint the missing areas. As we all known, a natural image is composed of structural information suitable and texture information. According this fact, Bertalmio et.al [9] proposed a method which decomposes the image into structure layer and texture layer. Then they employed the method of diffusion [1] to inpaint the structure layer, and used the technique [8] to process the texture layer. After that, the two reconstructed images are added back together to obtain the inpainting result. Criminisi et. al [10], [11] proposed an exemplar-based inpainting algorithm, in order to preserve the structure information they defined image patch priority. Le Meur et. al [12] improved the filling order based on structure tensor, and applied the new filling order for their exemplar-based inpainting. Xu et.al [13] proposed a method by patch propagation by using a modified filling-in order and inpainted the missing area using the sparse linear combination of candidate patches. Deng et. al [14] proposed an exemplar-based image inpainting method by using a new priority definition which separates the Criminisi’s priority definition into two phases. However, the traditional exemplar-based methods which find a best match patch and copy pixel values to restore the corrupted patch directly. It can cause the unwanted information to the inpainting patch. Moreover, searching the whole image to find a best match patch is time consuming.

Recently, sparse representation has introduced into image inpainting [2], [5], [15]-[20]. The main point of this method is to represent the image patches by using a sparse linear combination of atoms from a dictionary. Thus, the dictionary is very important for inpainting results. Amano et. al [18] utilized the learning samples which were clipped from the local region (where has no defect region) as eigenvector series in their interpolation method and obtained the good image interpolation results. Shen et. al [19] directly used all the patches in the source region to construct a dictionary and obtained a good inpainting results. However, the dictionary contains all the patches which are in the source region, it will have some of unrelated atoms with an image patch to be restored. Moreover, the unrelated atoms will introduce the interference into inpainting results. Aharon et. al [20] proposed a K-SVD algorithm for designing dictionaries for sparse representation. Mairal et. al [16] introduced a sparse representation for color image restoration by using the K-SVD algorithm. However, this method is suitable for denoising, but is not suitable for inpainting.

In this paper, we aim is to improve the design of a dictionary, and propose an image inpainting method based on sparse representation. The proposed method also uses image patch as the basic unit of sparse representation. Specifically, we don’t simply cut the patches from the known region to form a dictionary, but compare the similarity between the target patch which we want to inpaint, and the whole candidate patches in the known region by using the histogram. And then, we can use similar patches, some parts of the whole candidate patches, to generate a histogram dictionary. We here introduce two kinds of similarity methods, so two kinds dictionaries are corresponding. Instead of only using the best match candidate patch [10], [11], we utilize some patches which are related to the target patch for image inpainting. This can avoid the interference of irrelevant patches effectively. The proposed image inpainting method is compared with state-of-the-art methods, experimental results shown the efficiency of the proposed inpainting method. This paper is structured as follows. Section 2, introduces a brief description of sparse representation. Section 3, describes the histogram dictionary with two similar methods. Section 4, presents the sparse representation-based inpainting algorithm. Section 5, shows our experimental results. Section 6, concludes this paper with a brief description.
2. Preliminaries

Recently, signal sparse representation has attracted many researchers’ attention. And a patch is always set to a basic unit in signal sparse representation [5], [20], [21].

Given a dictionary \( D \) whose columns are prototype signal-atoms \( D = [d_1, \cdots, d_k] \), a patch \( y \) can be represented as a sparse linear combination of these atoms, that is,

\[
y = Da
\]

where \( a \) are the sparse representation coefficients of the patch.

Considering the inpainting problem, some pixels of the image patch are damaged. Therefore, we can divide the patch \( y \) into the known pixels and missing pixels, respectively. Denote \( M \) as a matrix to extract the known pixels in \( y \)

\[
y^* = My
\]

In the problem of image inpainting, we want to use the known pixels \( y^* \) to estimate the patch \( y \). First, infer the sparse coefficients \( \alpha \) by minimizing an optimization problem

\[
\min_{\alpha} \| a \|_0 \quad \text{s.t.} \quad y^* = MD\alpha
\]

where \( \| \|_0 \) means \( l_0 \) norm which counts the nonzero elements in \( a \). Because the problem of \( l_0 \) norm is usually an NP-hard problem [22], thus it is often solved by greedy algorithms such as matching pursuit (MP) [23] and the orthogonal matching pursuit (OMP) [24] algorithms.

Second, after obtaining the estimation of coefficients \( \hat{\alpha} \), the image patch \( y \) can be reconstructed from its sparse coefficients \( \hat{\alpha} \) by using

\[
\hat{y}_i = \begin{cases} 
  y^*_i, & \text{if } i \in y^* \\
  \hat{M}D\hat{\alpha}, & \text{if } i \notin y^*
\end{cases}
\]

where \( \hat{M} \) is a matrix which is determined the location of missing pixels.

3. Histogram Dictionary

In this section, we will introduce how to flexibly construct a histogram dictionary for a target patch \( \Psi \) in the given image \( I \).

First, select a target patch \( \Psi \) using the filling order which is described by Criminisi et al. [10], [11] and compute the histogram of it. Let the histogram have \( N \) bins. Therefore, the histogram of color image has \( N \) values. For three channels R, G, B of target patch \( \Psi \), the histogram of each channel can be represented by

\[
\begin{align*}
\mathbf{h}_{\Psi,R} &= [h_{\Psi,R1}, \cdots, h_{\Psi,RN}]^T \\
\mathbf{h}_{\Psi,G} &= [h_{\Psi,G1}, \cdots, h_{\Psi,GN}]^T \\
\mathbf{h}_{\Psi,B} &= [h_{\Psi,B1}, \cdots, h_{\Psi,BN}]^T
\end{align*}
\]

(5)

Second, cut the whole known patches \( f_i \) ( \( i = 1, \cdots, L \) ) from the image \( I \) and compute the histogram of them (with \( L \) denotes the number of known patches). \( f_{\text{Ri}} \), \( f_{\text{Gi}} \) and \( f_{\text{Bi}} \) denote three channels (RGB) of the patch, respectively. The histogram of each channel can be represented by

\[
\begin{align*}
\mathbf{h}_{\text{R}} &= [h_{\text{R1}}, \cdots, h_{\text{RN}}]^T \\
\mathbf{h}_{\text{G}} &= [h_{\text{G1}}, \cdots, h_{\text{GN}}]^T \\
\mathbf{h}_{\text{B}} &= [h_{\text{B1}}, \cdots, h_{\text{BN}}]^T
\end{align*}
\]

(6)

Thus, two patches \( \Psi \) and \( f_i \) can use the simplest method to measure similarity by comparing...
corresponding bins of the histogram. In R, G, B three channels, the difference can be defined by comparing their histogram as follows:

\[ v_{Ri} = \| h_{R_{p,i}} - h_{R_{c}} \| = \sum_{j=1}^{l} (| h_{R_{p,j}} - h_{R_{c,j}} |) \]

\[ v_{Gi} = \| h_{G_{p,i}} - h_{G_{c}} \| = \sum_{j=1}^{l} (| h_{G_{p,j}} - h_{G_{c,j}} |) \]

\[ v_{Bi} = \| h_{B_{p,i}} - h_{B_{c}} \| = \sum_{j=1}^{l} (| h_{B_{p,j}} - h_{B_{c,j}} |) \]

(7)

The aim is to find out the similar patches from the whole candidate patches, so how to select the similar patch is a problem.

In order to solve this problem, two similarity method by using histogram are proposed.

3.1. Similarity Based on Sum

The similarity based on sum \( v_{Si} \) is defined as

\[ v_{Si} = v_{Ri} + v_{Gi} + v_{Bi} \]

(8)

Considering the number of the known patches is \( l \), the similarity based on sum is written by

\[ v_{S} = [v_{S1}, \cdots, v_{Sl}] \]

(9)

Then, sort the \( v_{S} \) and find the top \( t (t < l) \) known patches to generate the dictionary.

The result is shown in Fig. 1. Fig. 1 (a) and Fig. 1 (b) are shown one target patch (blue-green) and its top 50 chosen patches (mulberry). Fig. 1 (c) and Fig. 1 (d) are shown the chosen patches of the two samples by using the similarity based on sum in scatter
plots.

3.2. Similarity Based on Max

Considering the three channels of the color image, we see the similarity of patches as a 3-D vector and find the maximum value of it. The similarity based on max $v_{M}$ is defined as

$$v_{M} = \max(v_{R}, v_{G}, v_{B})$$

(10)

Considering the number of the known patches is $L$, the similarity based on max is written by

$$v_{M} = [v_{M1}, \cdots, v_{Ml}]^{T}$$

(11)

Then, sort $v_{M}$ and find the top $t (t < l)$ known patches to generate the dictionary.

For 3-D case, in Fig. 2 (a)-(b) are shown the top $t = 50$ sample patches which are constructed a histogram dictionary for the two target patches by comparing similarity based on max. In Fig. 2 (c)-(d) are shown the chosen patches of the two samples by using similarity based on max in scatter plots.

![Fig. 2. The chosen patches by using max histogram.](image)

![Fig. 3. The chosen patches with two similar methods are shown in the same picture.](image)
Using the two different methods to comparing the similarity, the histogram dictionary will be different. In order to view the patches are chosen to form histogram dictionary with comparing similarity method easily, Fig. 3 is shown the chosen top 50 patches with the two similarity methods in the same picture. The mulberry block is shown the results of based on max method and the blue block are shown the based on sum method, respectively. From Fig. 3 (a), the chosen top 50 sample patches by using similarity based on max contain more relevant patches than that by using similarity based on sum. From Fig. 3 (b), the chosen top 50 sample patches by using similarity based on max are generally as relevant as the chosen patches by using similarity based on sum.

4. Overview of the Proposed Algorithm

Furthermore, a new image inpainting method is proposed based on this histogram dictionary. As discussed above, the schematic diagram of the proposed inpainting algorithm is shown in Fig. 4.

The detailed procedures of the proposed method are as follows:

First, input the inpainting image which is denoted by \( I \). And the image \( I \) contains the source region \( S \) (undamaged region) and the target region \( T \) (damaged region). That is to say

\[
I = S + T
\]  

(12)

Second, provide a window size of \( n \times n \) and cut the patches from the source region \( S \), and then a group of known patches \( \{ f_i \} \) can be obtained.

Third, use the filling order method proposed by Criminisi et. al [10], [11] to choose the target patch \( \Psi_p \) as the beginning patch for our proposed method. The window size is same as the second step. The known pixels can be obtained by

\[
\Psi_p^* = M \Psi_p
\]  

(13)

Fourth, compare the similarity between the target patch and the all known patches by using the methods which are described in the section III. And then select the \( m \) similar patches to create a histogram dictionary for the target patch. The size of histogram dictionary is \( n^2 \times m \) \((m < l)\) which is denoted by \( D_s \).

Because there are two similar methods for proposed inpainting method, the histogram dictionaries \( D_s \) are also two kinds. The histogram dictionary using similarity based on sum is denoted by \( D_{as} \) and histogram dictionary using similarity based on sum is denoted by \( D_{am} \), respectively.

Finally, estimate the sparse coefficients \( \hat{\alpha} \) by using the non-negative orthogonal matching pursuit algorithm (NNOMP) [25] which is an improved method of OMP [24]. Reconstructing the target patch \( \Psi_p \) from the sparse coefficients \( \hat{\alpha} \) is expressed as:

![Fig. 4. Schematic diagram for the proposed inpainting algorithm.](image-url)
\[
\Psi_p^i = \begin{cases} 
\Psi_p^i, & \text{if } i \in S \\
MD_\alpha \hat{a}, & \text{if } i \in T
\end{cases}
\] (14)

4.1. Image Inpainting Algorithm

In the light of introduction above, the proposed method based on sparse representation by using histogram dictionary is described in detail in Algorithm 1. Here, we adopt the histogram dictionary \(D_{hM}\) by using the similarity based on max to explain. For the histogram dictionary \(D_{hS}\) just replacing the similarity based on sum \(v_m\) to the similarity based on sum \(v_S\), the process is same.

Algorithm 1 The proposed method based on sparse representation by using histogram dictionary

1: **Input**: the observed image \(I\)
2: **Initialization**: block = \(n \times n\), \(KP\), \(l = 0\)
3: **Repeat**:
4: clipped the patch \(f_{l+1}\) from the image \(I\) in a window \((n \times n)\)
5: if \(f_{l+1}\) is in the source region \(S\) of the image \(I\)
6: \(f_{l+1}\) is as a candidate patch
7: compute the histogram of the patch by equation (6)
8: \(l = l + 1\)
9: update \(KP_{l+1} = [KP, f_{l+1}]\)
10: **end if**
11: **end while**
12: **Iteration**: the window scans the bottom right corner
13: while \(I\) has defective pixels do
14: **Initialization**: \(v_m = [\ ]\)
15: use the filling order to find the target patch \(\Psi_p\)
16: compute the histogram of it by equation (5)
17: for \(i = 1:l\)
18: compute the difference between the target patch and the candidate patches by equation (7)
19: use \(v_M = \text{max}(v_m, v_M, v_M)\)
20: update \(v_M = [v_m, v_M]\)
21: **end for**
22: sort the maximum value by \(index = \text{sort}(v_M)\)
23: obtain the histogram dictionary by \(D_h = KP(:, \text{index}(1:l))\)
24: estimate the sparse coefficient by \(\hat{a} = FNNOMP(\Psi_p, D_h)\)
25: reconstruct the \(\Psi_p\) by using equation (14)
26: **end while**
27: **Output**: inpainting image \(\hat{I}\)

5. Experiment Results

In this part, we test the performance of the proposed method on a variety of natural images. We compare
the proposed method with Criminisi’s [10], [11] inpainting algorithm. The proposed method is also employs the inpainting filling order which is described in [10], [11]. And the proposed method is implemented by using Algorithm 1 based on the schematic diagram in Fig. 5. The number of L is set as 400, that is to say we choose the top 400 patches as the similar dictionary. For fairness, the window size of all methods are set \( 9 \times 9 \).

The performance of the proposed method is compared with different image inpainting methods in quantitative evaluations. We use the peak signal-to-noise ratio (PSNR) as the metrics to evaluate the inpainting results. Furthermore, in order to see clearly, PSNR values in three channels (R, G, B) are also presented. The larger the value of the PSNR, the better the inpainting result.

![Sample](image1)

**Fig. 5.** Obtained results of three natural images. The first row shows three original images. The second row shows the degraded images. The third to fifth row show the result of Criminisi, the proposed method based on histogram dictionary \( h_S \) and \( h_M \).

Considering the two similar methods, the proposed method inpaint the missing region by using the histogram dictionary \( D_{as} \) and \( D_{am} \). Fig. 6 presents three testing images for this experiment. The first row is the original noncorrupted images. In the remaining rows, from the first and the fourth rows are the
corrupted images, results of Criminisi’s inpainting algorithm [10], [11], the proposed method by using the histogram \( D_s \) and the proposed method by using the histogram \( D_m \). The peak signal-to-noise ratio (PSNR) between the result and the original image is summarized in Table 1. It can be seen in Fig. 6, the Criminisi’s algorithm cause obvious miscopies in the third row. For instance, the snow mountain in (c) of the third row appears unwanted structure of the Criminisi’s result. This is because the Criminisi’s method only chooses a best match patch to inpaint missing region, some unwanted artifacts appear the results. In the fourth row, the result of the proposed method by using the histogram dictionary \( D_s \) is shown. The edge of the mountain is not inpainted very well in (a) of the fourth row. And in (c) of the fourth row, extra color produces in the result. For the proposed method by using the histogram dictionary \( D_m \), the similar patches are chosen by similarity based on max in the framework of sparse representation, so it can overcome the influences which caused by Criminisi’s inpainting method. Furthermore, the histogram dictionary \( D_m \) is generated by comparing the difference in 3-D vector, it is more suitable for the color image than the histogram dictionary \( D_s \) for the proposed method. And the fact confirms the quantitative metrics as shown in Table 1. The objective quantitative evaluation is consistent with the subjective visual effect of the inpainting result images.

<table>
<thead>
<tr>
<th>Image</th>
<th>RGB</th>
<th>Criminisi</th>
<th>Sum</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>R</td>
<td>38.8751</td>
<td>40.8970</td>
<td>41.3303</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>38.4905</td>
<td>39.7892</td>
<td>40.7463</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>39.0629</td>
<td>39.9818</td>
<td>40.9369</td>
</tr>
<tr>
<td></td>
<td>RGB</td>
<td>38.8095</td>
<td>40.2227</td>
<td>41.0045</td>
</tr>
<tr>
<td>Image 2</td>
<td>R</td>
<td>24.3601</td>
<td>25.5961</td>
<td>25.6186</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>26.0846</td>
<td>27.3549</td>
<td>27.3753</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>32.5088</td>
<td>32.1619</td>
<td>33.7642</td>
</tr>
<tr>
<td></td>
<td>RGB</td>
<td>27.6512</td>
<td>28.3710</td>
<td>28.9194</td>
</tr>
<tr>
<td>Image 3</td>
<td>R</td>
<td>24.4232</td>
<td>24.4091</td>
<td>26.7018</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>24.8705</td>
<td>30.2230</td>
<td>30.2815</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>29.2284</td>
<td>32.2277</td>
<td>32.1201</td>
</tr>
<tr>
<td></td>
<td>RGB</td>
<td>27.1740</td>
<td>28.9533</td>
<td>29.7011</td>
</tr>
</tbody>
</table>

6. Conclusion

In this paper, we have proposed a new inpainting method based on sparse representation. In this paper, two measure similarity methods, i.e. based on sum and similarity based on max, are proposed for comparing the similarity between the target patch and the all candidate patches. And then the similar patches are chosen to form a histogram dictionary. In this way, the interference of the non-related patches to the sparse construction to be avoided. The proposed inpainting method using the histogram dictionary shows good performance both in the PSNR sense and visually when compared with the Criminisi’s method.
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