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Abstract: Migration Birds Algorithm (MBO) is a new optimization algorithm inspired by swarm intelligence. MBO was developed by Duman, Uysal and Alkaya in 2012. They applied it to solve quadratic assignment problem. Some recent studies demonstrate that MBO shows promising results for the problems in continuous domain. Defining an effective neighborhood function is one of the most important phases in heuristic algorithms since it leads a more effective exploration of the solution space. With this motivation, in this work, we analyze the effect of four different neighborhood functions on MBO algorithm. We applied MBO algorithm to 5 different functions on continuous domain. Our contribution in this study is to use different neighborhood functions for MBO. Experimental studies show that while generating neighbors changing all dimensions of the solutions and taking the information of the best solution gives better performance results.
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1. Introduction

Generally speaking, the optimization problem has the form,

\[ \text{Minimize } f(x_1, x_2, \ldots, x_n) \]
\[ \text{Subject to } \phi_i(x_1, x_2, \ldots, x_n) = 0 \quad (i = 1, 2, 3, \ldots, l) \]
\[ \psi_j(x_1, x_2, \ldots, x_n) \leq 0 \quad (j = 1, 2, 3, \ldots, m) \]

(2) represents \( l \) \((l<n)\) equality constraints and (3) represents \( m \) inequality constraints. By using vector notation, we may express the general constrained optimization problem as follows:

\[ \text{Minimize } f(x) \]
\[ \text{Subject to } \phi(x) = 0 \]
\[ \psi(x) \leq 0, \ x \in \mathbb{R}_n \]

The problem formulated in (4), (5), and (6) is usually referred to as the general nonlinear programming problem. Any point \( X \) that satisfies these equations is called a feasible point.

The difficulties associated with using mathematical optimization on large-scale engineering problems have contributed to the development of alternative solutions [1]. Linear programming and dynamic programming
techniques often fail in solving NP-hard problems [2]. To overcome these problems, researchers have proposed nature-inspired metaheuristic algorithms like Simulated Annealing (SA), Genetic Algorithms (GA), Differential Evolution (DE), Ant and Bee Algorithm (ABA), Particle Swarm Optimization (PSO), Harmony Search (HS), Firefly Algorithm (FA), Artificial Bee Colony (ABC) Algorithm and recently proposed MBO Algorithm.

MBO was developed by Duman, Uysal and Alkaya in 2012 [3]. They applied it to solve quadratic assignment problem. Its performance was compared with SA, tabu search (TS), GA, scatter search (SS), PSO, DE and guided evolutionary simulated annealing (GESA). In this comparison, they stated that MBO outperformed the best performed metaheuristic (SA) by approximately three percent on the average. Duman and Elikucuk [4] applied MBO to solve fraud detection problem. They also proposed a new version of MBO where a different benefit mechanism was used. They tested the original MBO algorithm and its new version on real data and compared their performance with that of genetic algorithm hybridized with scatter search (GASS). Test results showed that the MBO algorithm and its new version performed significantly better than the GASS algorithm. Gao et al [5] proposed an enhanced migrating birds optimization (EMBO) algorithm for no-wait flow shop scheduling with total flow time criterion. Their computational results and comparisons showed that the EMBO algorithm is effective for solving the no-wait flow shop scheduling problem with total flow time criterion. Niroomand et al [6] introduced a modification of the MBO algorithm to the closed loop layout model with exact distances. To show applicability of the proposed method their results were compared with those of MBO algorithm, SA algorithm as well as Xpress software in the design of closed loop layout. The computational experiments of their study showed that in most of the benchmark problems the results obtained from the proposed MBO method was better than those obtained by other methods which were published in the literature.

MBO algorithm was also tested on continuous functions. Defining an effective neighborhood function is one of the most important phases in heuristic algorithms since it leads a more effective exploration of the solution space. Alkaya et al [7] evaluated the performance of the MBO on 30 well-known functions which are tried to be minimized on 2, 10 and 30 dimensional spaces. The objective of their evaluation is to participate in a competition [8] where several meta-heuristics are compared. They developed a novel neighborhood function that uses D dimensional spheres for a more effective exploration plan in the D dimensional solution space. Their results presented that MBO algorithm is effective for solving problems in continuous domain. Makas and Yumusak [9] compared the performance of MBO algorithm with ABC, PSO, DE and GA by using ten multimodal benchmark functions. They also employed MBO algorithm in system identification problems. Their experimental results showed that MBO algorithm performs good optimizations for the benchmark functions, and has a good performance to solve the system identification problems. These two studies motivate us to study on effective neighborhood functions because even though MBO is a recently proposed algorithm the result of these studies show that MBO is also promising for problems in continuous domain. Under these reasons, in this paper, we analyze the effect of four different neighborhood functions on MBO algorithm for continuous domain. The analyzed functions are tested on 5 multidimensional benchmark test functions (De Jong's function, Rosenbrock's Valley function, Rastrigin's function, Griewangk's function and Ackley's function) for 2, 5, 10 dimensional spaces. Performance of the functions are compared among themselves and the experimental results are shared.

The remaining parts of the paper are organized as follows: Section II outlines MBO algorithm; Section III points out brief information about neighborhood functions, Section IV presents the test functions, Section V points out the experimental results and finally Section VI gives concluding remarks.

2. Migration Birds Algorithm
MBO algorithm starts with a number of initial solutions corresponding to birds in a V formation. Starting with the first solution (corresponding to the leader bird), and progressing on the lines towards the tails, each solution is tried to be improved by its neighbor solutions. If the best neighbor solution brings an improvement, the current solution is replaced by that one. There is also a benefit mechanism for the solutions (birds) from the solutions in front of them. Here this benefit mechanism is defined as sharing the best unused neighbors with the solutions that follow (here “unused” means a neighbor solution which is not used to replace the existing solution). In other words, a solution evaluates a number of its own neighbors and a number of best neighbors of the previous solution and considered to be replaced by the best of them. Once all solutions are improved (or tried to be improved) by neighbor solutions, this procedure is repeated a number of times (tours) after which the first solution becomes the last, and one of the second solutions becomes first and another loop starts. The algorithm is stopped after a number of iterations. Below, first the notation used and then the pseudocode of the MBO algorithm are given. Let 

- \( n \) = the number of initial solutions (birds)
- \( k \) = the number of neighbor solutions to be considered
- \( x \) = the number of neighbor solutions to be shared with the next solution
- \( m \) = number of tours
- \( K \) = iteration limit

The algorithm’s performance is directly affected by the parameters \( k \) and \( x \). Parameter \( k \) is inversely proportional with the flight speed of the real birds. If small values are chosen for \( k \), the birds are assumed to be flying at higher speeds and this means the MBO algorithm may reduce the total execution time. However, if parameter \( k \) increases, the search depth of the algorithm increases. Therefore, even execution time increases, \( k \) may need to be increased for high dimensional problems. Parameter \( x \) represents the upwash benefit of trailing tip vortices in a bird flock. Since the bent mechanism of the MBO algorithm is defined as the number of good neighbor solutions obtained from the predecessor solution, high values of \( x \) cause solutions to be similar to each other [9].

1. Generate \( n \) initial solutions in a random manner and place them on an hypothetical V formation arbitrarily
2. \( i=0 \)
3. while (\( i<K \))
4. for (\( j=0; j<m; j++ \))
5. Try to improve the leading solution by generating and evaluating \( k \) neighbors of it
6. \( i=i+k \)
7. for each solution \( sr \) in the flock (except leader)
8. try to improve \( sr \) by evaluating (\( k-x \)) neighbors of it and \( x \) unused best neighbors from the solution in the front
9. \( i=i+(k-x) \)
10. endfor
11. endfor
12. Move the leader solution to the end and forward one of the solutions following it to the leader position
13. endwhile
14. return the best solution in the flock

Fig. 1. Pseudo code of MBO algorithm.

3. The Neighborhood Functions Used For MBO

As it is seen from the pseudocode of the algorithm which is given in Fig. 1, in the first step MBO algorithm generates \( n \) initial solutions in a random manner and place them on a hypothetical V formation arbitrarily.
Each solution is a D-dimensional vector. Here, D is the number of optimization parameters. In initialization phase, random values between the lower and the upper boundaries of the parameters are assigned for the parameters of solutions according to (7):

$$x_{ij} = x_{j}^{\text{min}} + \text{rand}(0,1)(x_{j}^{\text{max}} - x_{j}^{\text{min}})$$

(7)

where $x_{ij}$ is the position of the ith solution in the jth dimension, $x_{j}^{\text{min}}$ and $x_{j}^{\text{max}}$ are the limit values for the jth dimension, and rand is a uniform random number ranging from 0 to 1. After initialization, the flock is evaluated subjected to repeated cycles (the iteration limit ($K$) and number of tours ($m$)). During this process for each iteration and each tour k neighbor for leader birds and (k-x) neighbors for the birds except leader should be created.

Defining an effective neighborhood function is one of the most important phases in heuristic algorithms since it leads a more effective exploration of the solution space. With this motivation, in this work we analyze the effect of four different neighborhood functions on MBO algorithm. The following is a list of abbreviations that refers to different neighbor generation functions (NGF1, NGF2, NGF3, NGF4).

- **NGF1** creates the neighbors according to (8):

$$\hat{x}_{ij} = x_{ij} + \phi(x_{ij} - x_{kj})$$

(8)

where $x_{ij}$ is the position of the ith solution in the jth dimension, $k$ is a randomly selected index value with the properties ($k \leq n, k \neq i$), $x_{kj}$ is the position of the kth solution in the jth dimension, $\phi$ is a random number ranging from -1 to 1, and $x_{ij}$ is the generated new neighbor position in the jth dimension for the ith solution.

- **NGF2** creates the neighbors according to (9):

$$\hat{x}_{ij} = x_{ij} + \phi(x_{i} - x_{k})$$

(9)

where $x_{i}$ is the ith solution, $k$ is a randomly selected index value with the following properties ($k \leq n, k \neq i$), and $\phi$ is a random number ranging from -1 to 1. The difference between NGF1 and NGF2 is that instead of changing only random one dimension of a randomly selected solution, NGF2 changes all dimensions of that solution.

- **NGF3** creates the neighbors according to (10):

$$\hat{x}_{ij} = x_{ij} + \phi(x_{\text{best},j} - x_{kj})$$

(10)

where $x_{ij}$ is the position of the ith solution in the jth dimension, $x_{\text{best},j}$ is the best solution in the jth dimension, $\phi$ is a random number from the range [-1, 1], $k$ is an integer uniformly chosen from the range [1, n] and is different from $i$. It can be said that by changing only one dimension of a randomly selected solution, NGF3 uses the information of a randomly selected solution and the current best solution.

- **NGF4** creates the neighbors according to (11):

$$\hat{x}_{ij} = x_{ij} + \phi(x_{\text{best}} - x_{i})$$

(11)

where $x_{i}$ is the ith solution, $x_{\text{best}}$ is the best solution, $\phi$ is a random number from the range [-1, 1]. It can be said that by changing all dimensions of the solutions, NGF4 uses the information of a randomly selected solution and the current best solution.
4. Test Functions

Standard benchmark test functions are used to test the accuracy and robustness of optimization algorithms. Such benchmark functions are necessary especially when the quality of a proposed optimization algorithm needs to be assessed or when several optimization algorithms need to be compared under the same conditions. Examples of such benchmark test functions can be found in [10]. In this study, five functions are selected for test runs (De Jong’s function Rosenbrock’s Valley function, Rastrigin’s function, Griewangk’s function and Ackley’s function):

- **De Jong’s function**
  De Jong’s is one of the simplest test benchmark. Function is continuous, convex and unimodal. It has the following definition:

  \[
  f(x) = \sum_{i=1}^{n} x_i^2 \tag{12}
  \]

  Test area of the function is \(-5.12 \leq x_i \leq 5.12, i = 1, \ldots, n\). Global minimum \(f(x) = 0\) is obtainable for \(x_i = 0, i = 1 \ldots n\). Fig. 2 shows a two dimensional De Jong’s function.

![Fig. 2. De Jong’s function in 2D.](image)

- **Rosenbrock’s valley function**
  Rosenbrock’s valley is also known as banana function or the second function of De Jong. It has the following definition:

  \[
  f(x) = \sum_{i=1}^{n-1} [100(x_{i+1} - x_i^2)^2 + (1-x_i)^2] \tag{13}
  \]

  Test area of the function is \(-2.048 \leq x_i \leq 2.048, i = 1, \ldots, n\). Its global minimum equal \(f(x) = 0\) is obtainable for \(x_i = 0, i = 1 \ldots n\). Fig. 3 shows a two dimensional Rosenbrock’s valley function.

![Fig. 3. Rosenbrock’s valley function in 2D.](image)
• Rastrigin’s function

Rastrigin’s function is based on the function of De Jong with the addition of cosine modulation in order to produce frequent local minima. It has the following definition:

$$f(x) = 10n + \sum_{i=1}^{n} [x_i^2 - 10\cos(2\pi x_i)]$$  \hspace{1cm} (14)

Test area of the function is $-5.12 \leq x_i \leq 5.12$, $i = 1...n$. Its global minimum equal $f(x) = 0$ is obtainable for $x_i = 0$, $i = 1...n$. Fig. 4 shows a two dimensional Rastrigin’s function.

![Image of Rastrigin's function in 2D](image)

Fig. 4. Rastrigin’s function in 2D.

• Griewangk’s function

Griewangk’s function has the following definition:

$$f(x) = \sum_{i=1}^{D} \frac{x_i^2}{4000} - \prod_{i=1}^{D} \cos \frac{x_i}{\sqrt{i}}$$ \hspace{1cm} (15)

Test area of the function is $-600 \leq x_i \leq 600$, $i=1...n$. Its global minimum equal $f(x) = 0$ is obtainable for $x_i = 0$, $i=1...n$. Fig. 5 shows a two dimensional Griewangk’s function.

![Image of Griewangk's function in 2D](image)

Fig. 5. Griewangk’s function in 2D.

• Ackley’s Function

Ackley’s is a multimodal test function. It has the following definition:

$$f(x) = -20\exp(-0.2\sqrt{\frac{1}{D} \sum_{i=1}^{D} x_i^2}) - \exp\left(\frac{1}{D} \sum_{i=2}^{D} \cos(2\pi x_i)\right) + 20 + \theta$$ \hspace{1cm} (16)

Test area of the function is $32.728 \leq x_i \leq 32.728$, $i=1...n$. Its global minimum $f(x) = 0$ is obtainable for $x_i = 0$, $i=1...n$. Fig. 6 shows a two dimensional Ackley’s function.

![Image of Ackley's function in 2D](image)
5. Experimental Results

In order to analyze the effect of NGF1, NGF2, NGF3, NGF4 on MBO algorithm, experiments are repeated 30 times for each benchmark function independently. To have a fair comparison, all experiments use the same settings for the same parameters (n=51, k=3, x=1, m=10, K=1000). Throughout the experiments, the mean best fitness values are recorded. The experimental results are presented in the following tables for 2, 5 and 10 dimensional spaces.

<table>
<thead>
<tr>
<th>Table 1. Test Results for D=2</th>
</tr>
</thead>
<tbody>
<tr>
<td>D=2</td>
</tr>
<tr>
<td>NGF1</td>
</tr>
<tr>
<td>mean fitness value</td>
</tr>
<tr>
<td>De Jong’s function</td>
</tr>
<tr>
<td>Rosenbrock’s function</td>
</tr>
<tr>
<td>Rastrigin’s function</td>
</tr>
<tr>
<td>Griewangk’s function</td>
</tr>
<tr>
<td>Ackley’s Function</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Test Results for D=5</th>
</tr>
</thead>
<tbody>
<tr>
<td>D=5</td>
</tr>
<tr>
<td>NGF1</td>
</tr>
<tr>
<td>mean fitness value</td>
</tr>
<tr>
<td>De Jong’s function</td>
</tr>
<tr>
<td>Rosenbrock’s function</td>
</tr>
<tr>
<td>Rastrigin’s function</td>
</tr>
<tr>
<td>Griewangk’s function</td>
</tr>
<tr>
<td>Ackley’s Function</td>
</tr>
</tbody>
</table>

As it is seen from Table 1, when D is set to 2, NGF2 achieves better performance results than the other neighborhood functions. This means while generating new neighbors of solutions, instead of changing only one dimension, it is better to change all dimensions of the solutions.

When D is set to 5, from Table 2, it is seen that the overall performance results are decreased. In this case, MBO algorithm performs better with NGF4 for most of the benchmark functions (except from the Rosenbrock’s function) due to the fact that NGF4 takes advantage of the information of the best solution to
guide the search of neighbor solutions. Since NFG2 performs better than NFG1 and at the same time NFG4 presents higher performance results than NFG3, it can be said that changing all dimensions has better effects in the solution space to discover the global minimum.

Table 3. Test Results for D=10

<table>
<thead>
<tr>
<th>D=10</th>
<th>NGF1</th>
<th>NGF2</th>
<th>NGF3</th>
<th>NGF4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>mean</td>
<td>mean</td>
<td>mean</td>
</tr>
<tr>
<td></td>
<td>fitness value</td>
<td>fitness value</td>
<td>fitness value</td>
<td>fitness value</td>
</tr>
<tr>
<td>De Jong’s function</td>
<td>1.11E+04</td>
<td>2.06E+03</td>
<td>1.26E+04</td>
<td>1.28E+03</td>
</tr>
<tr>
<td>Rosenbrock’s function</td>
<td>3.40E+09</td>
<td>4.75E+07</td>
<td>2.55E+09</td>
<td>3.90E+07</td>
</tr>
<tr>
<td>Rastrigin’s function</td>
<td>1.00E+02</td>
<td>4.86E+01</td>
<td>1.02E+02</td>
<td>4.83E+01</td>
</tr>
<tr>
<td>Griewangk’s function</td>
<td>1.03E+02</td>
<td>2.12E+01</td>
<td>1.06E+02</td>
<td>1.58E+01</td>
</tr>
<tr>
<td>Ackley’s Function</td>
<td>1.87E+01</td>
<td>1.20E+01</td>
<td>1.91E+01</td>
<td>1.17E+01</td>
</tr>
</tbody>
</table>

As it is depicted from Table 3, when D is set to 10 the MBO algorithm performs better with NGF4 for all of the benchmark functions. From the results it can be said that especially for high dimensional numeric optimization problems using the information of best solution helps to improve the exploitation which means the ability to apply the knowledge of the previous good solutions to find better solutions. Since NFG2 and NFG4 outlines NFG1 and NFG3 respectively, it can be stated that changes in all dimensions rather than change just in one random dimension is better to improve exploration which means the ability to investigate the unknown regions in the solution space to discover the global optimum.

6. Conclusion and Futurework

This paper compares the performance of MBO algorithm under four different neighborhood functions, namely NFG1, NFG2, NFG3 and NFG4. In order to evaluate the algorithm’s convergence performance, these neighborhood functions are tested on five benchmark functions namely De Jong’s function Rosenbrock’s Valley function, Rastrigin’s function, Griewangk’s function and Ackley’s function.

From the experimental results, the neighborhood functions (NGF2 and NGF4) which consider the changes in all dimensions of the solutions outperforms the neighbor generating functions (NGF1 and NGF3) that change only one random dimension of the solutions. Another consequence that can be depicted from the experiments is that taking the advantage of the information of the best solution (NFG3 and NFG4) generally achieves higher performance results especially in higher dimensional spaces. For future studies we’ll investigate the control parameters’ effect on the performance of MBO algorithm also we’ll compare the performance of the MBO algorithm with the other algorithms such as ABC, PSO and GA.
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