A Novel Approach to Program Comprehension Process Using Slicing Techniques
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Abstract: The target of this research is to determine how program slicing contributes to program comprehension and to enhance its functionality by applying the slicing tree concept to its implementation. Slicing tree is a concept that refers to automatically repeating program slicing while the slicing criterion is changeable until the program decomposes into its atomic parts. Using this technique offers several advantages over traditional program slicing. First, it facilitates the process of understanding. In the original slicing, even after the slicing, the number of lines remains excessive for easy understanding. By using slicing trees, the final nodes of the tree point to a relatively small fragment of the code, which is the starting point to understand the program’s behavior. In other words, we have a bottom-up approach and our comprehension process becomes faster and easier. Furthermore, it is much easier to use our knowledge based on recognizing the patterns in smaller fragments of code. Recognizing the patterns will play a great role in comprehending the code and intuiting the intention behind it. Third, this method answers the programmer’s question about deciding the next best slicing criteria for the next step, since it will be chosen automatically and efficiently. We applied the slicing tree concept to several program codes containing basic programming functions to analyze the efficiency of this technique and its contribution to improve program comprehension.
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1. Introduction

1.1. Background

Program comprehension is one of the core activities of software engineering through which programmers or software engineers actively acquire knowledge about a software system using different available resources, such as software source code, documentation, other programmers, stakeholders, etc. [1]. Program comprehension is needed in almost every step of software development including debugging, evolution, maintenance, code leverage, and reuse [2]. In this article, the major focus is on understanding software artifacts through a set of existing unfamiliar code, for example, code written by another programmer or the programmer’s own code that has been forgotten or neglected.

The program comprehension process is time-consuming and expensive. It has been estimated that about 60% of the software evolution process is dedicated to understanding software artifacts. In fact, more time is spent on understanding than writing new codes [3]. Moreover, comprehension is not an easy task especially if no systematic supporting documentation is available. Software evolution becomes fairly easy
once it is understood. In practice, more skills and expertise are needed for understanding and analyzing software source code than writing it [4]. This implies that more effort should be exerted to improve reading and comprehension skills in the training courses for novice programmers.

Program comprehension is an interdisciplinary field that exists at the intersection of software engineering and cognitive science. Much research has studied both cognitive models of human mind theories that explain how programmers comprehend software as well as cognitive tools, code analyzers, and mechanisms that assist programmers in the task of comprehension [2]. Both of these perspectives facilitate the establishment of mapping between the programmer’s mental model of a software system and the software itself. During the past decades several cognitive software tools have been developed to provide a higher level of abstract representation of a program [5]. In this article, we focus on the second part: facilitating the cognitive assisting tools that are suitable for human processing.

The basic idea of program slicing attempts to reduce the size of the source code to reduce the size of the problem. The goal only investigates those lines of the program that are necessary for the task of understanding and relevant to a specific criterion or viewpoint. In other words, a slice of a program is a subset of the original program statements that directly or indirectly are influenced or might influence the value of the slicing criterion. The process of extracting the appropriate subprogram (slice) is called program slicing. Based on different theories, slices can be either executable or arbitrary. Depending on the goal, we choose one of the above approaches. If precision has more importance, we usually produce executable slices. If we give the priority to semantics to simplify the understanding task as much as possible, we choose the second approach. Program slicing has been divided into three different types: backward slicing, forward slicing, and dicing. In the case of backward slicing, the target is finding those statements that have affected a set of variables at a specific point of the program. In forward slicing, on the other hand, the focus is on the statements those are affected by the point of interest, and dicing combines both backward and forward slicing. Program slicing can be static or dynamic. Dynamic slicing makes some assumptions about the program's inputs, while static slicing does not. In this article, we focus on inexecutable, backward, static slicing.

1.2. Research Motivation and Objectives

The primary purpose of this article is facilitating the process of comprehending source codes. Our approach to solving this problem is to semantically decompose the source code. We chose program slicing for this purpose because it is a known decomposition and reduction technique for extracting knowledge from source code. A previous experiment showed that the program comprehension process becomes much more effective when slicing techniques are used [6]. More specifically, this article’s target is improving the process of program slicing that contributes to program comprehension. This work proposes a novel approach to program comprehension using a slicing and code analyzing tool called CodeSurfer® by Grammatec Inc. Using this perspective enhances the functionality of program slicing for understanding by applying the slicing tree concept to its implementation.

As stated earlier, the effectiveness of program slicing in the program comprehension process is undeniable. However, some challenges and obstacles must be surmounted to apply program slicing. One is the difficulty faced by programmers when they want to specify appropriate slicing criteria [7]. The slicing criterion is a pair \(<s, v>\) in which “s” is a statement in code and “v” is the set of variables observed at statement “s”. Improving the slicing process in such a way that slicing criteria can be chosen or suggested automatically while the semantics of the program persevere enhances program comprehension. Moreover, we know that program slicing reduces the number of lines in a program by omitting the unnecessary parts. However, especially in large programs, even after slicing is done, the number of lines in a resultant slice might remain too high to be understood easily. When the slicing result is still large, we can repeatedly apply
slicing to the result of the previous slicing. Applying slicing recursively constructs a tree-like structure of slices. Using the slicing tree will be useful to address both issues.

2. Program Slicing and Its Contribution to Program Comprehension

2.1. Definition of Program Slicing

One of the most natural ways of program understanding, which is common among programmers, is decomposing code into smaller parts or program subsets. This is simultaneously time-consuming and difficult for most programmers. Program slicing is a well-known reduction and analytic technique that reduces program complexity by decomposing it semantically, extracting the desired segments of the code, and discarding the irrelevant parts [8]. The resulting desired segments are a set of all the statements that might affect or are being affected by the values of a set of variables computed at some points of interest. That point of interest is generally a pair of a program statement or a line, a set of variables or \( C = <s, v> \), referred to as slicing criteria. Those program statements, which directly or indirectly affect the value of the set of variables specified in the slicing criteria, are called program slice \( S \) with respect to slicing criteria \( C \).

Fig. 1 shows the example of original program (a) and its slice with the criterion \( C=<10, \text{product}> \). The process of extracting a slice is called program slicing. Mark Weiser, who first introduced program slicing in 1984, defined a program slice as the reduced version of a program whose behavior remains equal to the computation of the original program codes and is still executable. However, since that time, many researchers, such as Horwitz, Reps, and Blinkley [9], have proposed algorithms that extract non-executable slices [10], [11]. One major challenge in program slicing is that some features of the program are difficult to slice. Unstructured control-flow and unconditional jumps such as “goto”, “break,” and “continue” are very difficult to slice. Statements with such indirect structures as “pointers” and “arrays” also complicate slicing tasks [11].

Various aspects should be considered when we talk about program slicing [12]:

- **Computational method:** The method of computing the slice can be based on the data flow or the control-flow analysis. It may also be done through graph reachability in different types of dependence graphs.
- **Slicing direction:** The slice may be computed in either a forward or backward direction.
- **Scope of resultant slice:** The slice’s scope may be inter-procedural or intra-procedural.
- **Output format:** The output format of the computed slice may be in the form of code, a dependence graph, or an execution tree.
- **Different slicing techniques classes:** Program slicing techniques can be categorized into several different classes. The most important are static slicing and dynamic slicing.
- **Slicing output type:** Depending on the goal of computing the slice, it can be either executable or non-executable.
2.2. Different Variations of Program Slicing

There are three major variations of program slicing methods: backward slicing, forward slicing, and chopping. Other variations are also found, including dicing and barrier slicing [13]. A program can be traversed forward or backward from the slicing criterion or a combination of them. These terminologies have been proposed gradually to meet the various needs of program comprehension.

Backward slicing, which is the most common technique for program slicing, is widely used for code comprehension. In this method, the slicing process begins from our points of interest in the program and goes backward to investigate the program’s statements that have affected the value of the variable(s) specified in the slicing criteria. Other statements are discarded [11].

Another major variation of slicing is forward slicing, which investigates the code in the opposite direction of backward slicing. Forward slicing extracts all those statements of the program that may be affected by the changes made in the value of the variable(s) at the program point specified in the slicing criteria [11].

Program chopping is a form of program slicing that combines both backward and forward slicing. It separates the slicing criteria, and the goal is to extract the statements of the program that can cause a change from the source to the target.

Our approach in this article is based on and limited to backward slicing. We made this decision because our research target is exposing the goal underlying writing a program code by starting from the final result to discover all the program statements that played a role in achieving this result and that are necessary for comprehending the program.

2.3. Different Classes of Program Slicing Techniques

Depending on the application areas, program slicing techniques can be divided into four main classes: static slicing, dynamic slicing, hybrid slicing, and amorphous slicing. When only statically available information is used for slicing the program, the process is called static slicing. This slicing technique does not make any assumption about the program inputs and analyzes the program without actually executing it. On the other hand, dynamic slicing is based on test cases and what happens at a specific execution of the program. The slicing criteria of dynamic slicing consist of three items: program input, occurrence of the statement, and a set of variables. The resultant slice of static slicing is usually very large compared to dynamic slicing. Because a dynamic slice is calculated with fixed values and is only specific to one execution path, many statements necessary to static slicing are naturally omitted from dynamic slices [10]-[12].

![Fig. 2. Examples of static and dynamic slicing.](image-url)

The other slicing classes are hybrid and amorphous slicing. Hybrid slicing, which is also called refined or efficient dynamic slicing, combines static and dynamic slicing. In this method some parts of the program are sliced using static slicing and others using dynamic slicing. All the classes discussed so far preserve the program’s syntax. In other words, although some statements are omitted, the remaining statements stay...
untouched. Amorphous slicing was introduced by Harman and Danicic [8] who described the type of slicing that sometimes for the sake of simplicity changes the code syntax while preserving the program semantics. Fig. 2 represents the difference of static and dynamic slices with same criterion of original program.

2.4. Program Slicing Computation Technique

There are two main approaches to program slicing computation. In both of them, to compute a program slice, different dependency relations among program statements should be analyzed. In fact, normally we need to reach an intermediate representation of the program such as dependency graphs before being able to compute a program slice [14].

The first approach [8] is based on the iterative process of data flow and control-flow analysis. In this method, first the relevant relations for each node are directly investigated in the Control-Flow Graph (CFG). Fig. 3 illustrates the source code and its CFG. Then indirectly relevant program statements are gradually recognized and added to the slice. The process continues as long as more relevant statements remain to be found and are added to the slice. This approach was extended to address intra-procedural static slicing [8], [10]. There are two major dependencies in every program: data dependence and control dependence. There is data dependency between statements \( p \) and \( q \) in the program when a variable is assigned a value in statement \( p \) and is used or referenced with the same value in the \( q \) statement: when def-use or def-order exists between the two program statements. Control dependency also exists between statements \( p \) and \( q \) in a program if statement \( p \) branches one way, and then statement \( q \) is eventually reached; if statement \( p \) branches the other way, then statement \( q \) may not be reached [9]. The CFG used in Weiser’s terminology is a graph whose nodes are program statements and whose edges represent the sequence and flow of the program [15].

![Sample Program](image1)
(a) Sample Program
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(b) Control Flow Graph

Fig. 3. (a) Example program. (b) Control-flow graph of program.

The second major approach, which was first proposed by Ottenstein & Ottenstein [16] and applied in many other research works, is program slicing through graph reachability when the program is represented as a dependence graph. In this approach, slicing is presented as a reachability problem. When this strategy was first introduced, it was limited to intra-procedure slicing based on a Program Dependency Graph (PDG) for program slicing. Later, the scope of dependence graph-based slicing was extended to inter-procedural slicing using a system dependence graph (SDG) [14]. This approach consists of two main steps. In the first, the program’s dependence graph is constructed. In the next step, the graph is traversed...
from the node that represents the slicing criteria of the program and the produced slice based on the related algorithm. Depending on the desired slice, if it is backward or forward, the slice is included in all the statements that are reachable from the slicing criteria node [10].

A dependence graph is a directed graph whose nodes represent program statements and whose edges represent data and control dependencies among the program statements (graph nodes). The slicing criteria in all the slicing techniques based on this approach are mapped to nodes in the dependence graph. As we stated earlier, SDG is more comprehensive than PDG because PDG represents single-procedure programs and SDG is a collection of PDGs. For inter-procedure slicing, represented by SDGs, the slicing criteria are extended to the called and calling procedures.

In this article, our approach to program slicing is based on dependence graphs. Our focus is on single-procedure programs.

2.5. CodeSurfer and Its Application to Our Research

CodeSurfer, which is a program analysis, understanding, and inspection system for ANSI C that is based on system dependence graphs, is a fundamental intermediate structure for representing programs (http://www.grammatech.com). Its most important function is program slicing. We use this software for testing and analyzing different program codes.

2.6. Recursive Decomposition Method for Program Comprehension

The idea of this research is based on the cognitive function of a programmer’s mind to comprehend a program. Programmers follow these steps when they face large, complicated codes:

- Decompose target program into smaller parts;
- Understand each unit separately;
- Compose the understanding result of each unit to achieve a sufficient level of understanding.

If these steps are applied recursively, i.e., one segment of code \( O \) is decomposed into several units \( O_1, O_2, \ldots, O_m \) and each \( O_i \) may be decomposed into smaller parts \( O_i^1, \ldots, O_i^n \) and so on. The question is when should we stop decomposing? The answer is when we reach the atomic part. This term refers to an object that cannot be decomposed anymore. In the case of program code, this understanding is achieved when the semantics of its algorithms, all the elements of the code, and their roles and relations have been identified. In other words, when we can answer the question “what does this program do and how does it do it?” With this theory in mind, applying a recursive decomposing method to current and subsequent program slicing techniques, slicing tools may improve the program comprehension process.

3. Discussion and Result

3.1. Slicing Tree and Its Applications to Our Research

Slicing tree is a concept that refers to automatically and recursively applying program slicing while the slicing criterion is changing [17]. In this method, the first slicing begins with regard to the slicing criteria specified manually by the programmer. That desired point usually is the return statement if the program returns any value or where the variable or variables are finalized that most help the programmer understand the semantics of the program. The slice is computed, and the rest of the code is ignored. After that, the variables on the right side of the first slicing criterion are chosen as new slicing criteria and separately continue to be sliced in the same way. This process continues until we reach an atomic object that can be easily understood, such as the first line of the program that represents the first semantic part of the program, for example, a line of code that opens a file. Note that this is a non-executable program slicing technique. Using this technique for comprehending a program or even understanding a function of a desirable variable has several advantages over traditional program slicing.
sum = 0;
count = 0;
fp = fopen(filename, "r");
if (fp == NULL) {
    puts("Cannot open this file\n");
    return (-1);
}
check = fscanf(fp, "%d", &value);
while (check != EOF) {
    sum = sum + value;
count++;
    check = fscanf(fp, "%d", &value);
}
if (count) {
    mean = (float)sum/count;
    printf("mean = %f\n", mean);
}
fclose(fp)
return 0;

Fig. 4. Example program.

Fig. 5. Slicing tree of example program.
First, it facilitates the process of understanding. In the original method, even after reduction, the number of lines can still be excessive for simple comprehension. But with a slicing tree, the last nodes of the tree point to a very small fragment of the code, which is the starting point to understand the program’s behavior and function. In other words, we have a bottom-up approach and our learning process will become faster and easier. Second, it is much easier to use our knowledge based on recognizing the patterns in smaller fragments of code. Recognizing the pattern will play a great role in comprehending the code and estimating the goal and intention behind it. Third, one obstacle in applying program slicing is the difficulty of identifying the most appropriate slicing criteria. The guided selection of slicing criteria seems to be an effective factor to facilitate programmers in applying program slicing. This method answers the programmer’s question of which line and which variable are the best choices as slicing criteria for the next step that will be chosen automatically and efficiently.

Fig. 4 is a sample program and Fig. 5 illustrates its slicing tree. In the next section we analyze the effectiveness of applying slicing trees to program slicing using the CodeSurfer’s slicing tool.

### 3.2. Experiment

```c
int main()
{
    int base, exp;
    long int value=1;
    printf("Enter base number and exponent respectively: ");
    scanf("%d%d", &base, &exp);
    while (exp > 0)
    {
        value *= base;
        exp--;
    }
    printf("Answer = %ld\n", value);
    return 0;
}
```

Fig. 6. Normal program slicing sample.

Fig. 7. Slicing tree for program sample (Fig. 6).
To prove the effectiveness of using slicing trees in the program comprehension process when being applied to program slicing techniques, we selected several different program codes containing such basic programming functions as bubble sorting, computing the highest common factor (hcf) of two numbers, computing the power of an integer, calculating the first n prime numbers, computing the area of a circle, and so on. Then we analyzed these programs by manually creating slicing trees for all of them and using CodeSurfer’s slicing tool for computing the slices at each step of creating the slicing tree. The slicing criteria at each step are decided by considering two groups of variables. The first group consists of those variables on the right side of our previous slicing criteria in the equations: those variables that have data dependency with the previous slicing criteria. The second group includes those variables that have control dependency with the previous variable. Our methodology is the analysis of the quality of comprehending the programs by comparing the results of normal slicing and slicing using the slicing tree concept. Fig. 6 illustrates an example of our experiments. In the rest of this chapter, we explain our sample program (computing power of an integer), and compare two forms of its representation. The program was represented once using the normal slicing technique and once using its slicing tree.

As Fig. 6 demonstrates, the program was sliced with regards to variable “value” at the line: “printf ("Answer = \%d, value)”, which is the target line of the program (the value of the number’s power is shown). Therefore, we have one slicing criterion and one computed slice. Reducing the program to one big slice, especially if the program is large itself, will not be so easy to understand. Even though some irrelevant lines of code were omitted, the slicing process did not decompose the program into its atomic parts and did not provide any information about the different dependency relationships among the variables. However, in the other representation of the program, the slicing tree, slicing was repeated several times, and each time a new slicing criterion was chosen. As a result, we can clearly see which statements are necessary to
understand the behavior of each variable from a bottom to a top approach. The main code was sliced with the slicing criteria \((10, \text{value})\), and the rest of the code was ignored. The resultant slice was sliced with regards to \((\text{base}, 7)\) and \((\text{exp}, 8)\). As shown in Fig. 7, the remaining lines of the code are its atomic fragments, because no more variables can affect the computation of variable base or exp. Since the number of lines of code has been decreased to its minimum, it is very easy to understand how the values of the variable base and variable exp are computed. As the example demonstrates, the semantic fragments of code related to the computation details of each variable are sliced to points that are easily understood. In this example, there is data dependency between variables “base” and “value”, and there is control dependency between variables “exp” and “value”. Fig. 8 is another example of slicing tree. These two examples illustrate the concept of slicing tree clearly.

4. Future Works

As a next step of this research, this method can be applied to such program comprehension tools as CodeSurfer to improve the functionality of their program slicing options. The CodeSurfer application program interface (API) provides functions and types for interaction with CodeSurfer. CodeSurfer’s functionality can be extended with plug-ins, which may be written in either Scheme or C. If this function can be successfully implemented, the comprehension process will be achieved more efficiently and faster especially for large programs. First, tree-based program slicing will let programmers comprehend the whole program by dealing with smaller fragments of code. Second, by referring to slicing trees, the data and control dependencies of each variable are revealed, and such valuable information can be observed as the minimum semantic information needed to comprehend the behavior of each variable with regards to other variables.

Slicing trees are also an efficient tool for extracting familiar programming patterns (programming plans). Therefore, by adding knowledge based as another plug-in to CodeSurfer, additional information about the program can be provided to programmers.
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