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Abstract: In this study, performance analysis of a suggestion system already developed was performed by using two different technologies. The system developed consists of two parts, including web and mobile. Mobile application part of the system receives from the users a range of information about decoration environment via image processing algorithms while web part of the system brings suggestions forward to the users by using collaborative filtering algorithms. Web and mobile application parts work concurrently in an integrated manner. The purpose of the system is to provide the user with the most appropriate result as soon as possible. Database operations are therefore required to be minimized. The system developed under the scope of this study was tested individually using conventional SQL queries and Entity Framework technology and both accuracy and performance analysis of the system was conducted.
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1. Introduction

Mobile applications have become a new way for the companies to reach the customers as a result of the rapid adaptation of people with the smart devices nowadays. Media independent, fast and person-based applications can be designed with the mobile application feature provided by smart devices. It was observed from the studies that there are a limited number of applications for furniture and decoration sector [1]. Accordingly, a system consisting of mobile and web application parts was developed for furniture and decoration sector which have an important place in Turkey.

There are two fundamental components of the system. These are; the mobile application part running image processing algorithms in the background where Users' requests and photos of the environment to be decorated will be uploaded, and the web application part running the collaborative filtering algorithm according to the results received from the mobile application and to the user data registered in the system. Data used in the mobile application part are not huge data both in terms of content and size; however a huge amount of data is used in the web application part for filtering operation. Database operations are therefore required to be minimized in order to be able to improve the functionality of the system. In this study, the new Entity Framework technology was integrated into the developed system and performance of the system was tested in particular against database access and database queries.

The rest of the paper was organized as follows: Literature review is given in Section 2 and the system architecture is presented in Section 3. In Section 4, ADO.Net technology and Entity Framework technology are compared with each other and results are given in the last section.
2. Literature Review

There are many applications developed as mobile-based. These applications make user’s lives easier in different aspects. Butler demonstrated the place of mobile applications in our lives with a research he conducted [2]. Furthermore, many different mobile application development platforms are also available. Various mobile application platforms are also investigated with regards to both users and application developers in the study carried out by Damianos [3].

Numerous data mining based personal suggestion systems developed as web and mobile based are available at the present time. When we examined these systems, it is seen that systems those using Collaborative filtering methods make suggestions generally by using the similarities between users [4], [5]. The user-based collaborative filtering method that we also used in this study was first used in GroupLens projects. Here, the Usenet newsgroups were used as data set and it makes personal suggestions for the users by using the collaborative filtering method. Researchers have further focused on the collaborative filtering techniques through these studies conducted by GroupLens [6]. Similarity calculation methods, which is an important step of the collaborative filtering methods, were tested by Herlocker et al. [7] and, it was specified which similarity calculation method more appropriate in which situations. A new method was proposed by Goldberg at al in order to shorten the processing time of the collaborative filtering method [8]. The collaborative filtering method is commonly used also in web and mobile based systems. Among these: Amazon [9], Digg [10], Netflix [11], Last Fm and Ebay [12]. It is clearly seen from the analysis of the studies conducted before that the collaborative filtering method is suitable for the system developed.

The filtering process constitutes an important part of the developed system. Other than the filtering process, color analysis algorithms are also used for the analysis of the environment. Scalar quantization method [13] and median cut method [14] are widely used in literature for color analysis operations. The basic objective of these methods is reducing the color tones in picture to a limited number [15]. In a study made by Braquelaire and Brun, the common ones among the color analysis methods were compared with each other.

Many different techniques are used in stage of data storage and data access. Systems developed by using Ado.Net or Entity Framework technologies can also be given as examples of these systems. The Entity Framework technology was used in the system developed by Xie et al [16] in order to store and display data and a significant reduction was observed in energy consumption of the system. Also in the study conducted by Zhongming et al. [17], the Entity Framework was used for data management.

Filtering process was realized by using collaborative filtering algorithm in the system developed. In color analysis stage, performance of various color analysis methods was compared with the studies made previously and the scalar quantization method was identified as the most appropriate method [18].

3. Proposed System Architecture

An overall architecture of the system is shown in Fig. 1. Receiving a suggestion from the system takes place as follows: first, all members included in the system are defined as neighbors. Then, similarities between the users are calculated with two different methods (Pearson’s correlation and vector similarity). User opinions about the products in the system were taken into account when these calculations were made. Afterwards, it is determined how many neighbors will be chosen for the user to whom a product suggestion will be given according to the calculated similarity value. Two distinct methods were used also at this stage. These are correlation threshold method and k nearest neighbor (K-NN) methods. Following the neighbors were determined, it was attempted to estimate which product would be liked by how much by the user, with using vote values given by the neighbor users previously, for the products of the suggestion list. The users were given suggestions in line with these estimates.
Color analysis is also carried out for the environment to be decorated and uploaded to the system by the user at the suggestion stage, by using image processing algorithms. Median cut and scalar quantization algorithms were used at color analysis stage. Products containing the most intense tones found by the color analysis are introduced to the user by also taking into account the results of filtering algorithm. Votes given previously by the users for the products available in the system have the most significant effect in this process. These votes consist of a huge data set.

The system can be divided in three parts. These are; collection of data and management of data, performance of color analysis and application of the Collaborative Filtering algorithm. Detailed descriptions of these stages are given in the following sections.

![Architecture of the dekorasist system](image)

**3.1. Collection and Management of Data**

Movilens data set in a size of 100K which was generated under the scope of GroupLens research projects [19] was used during the development of the system. There are 1000 votes of 1000 users pertaining to 1700 data in the data set. In the previous studies [18], the SQL Server which is a relational database management system was used during storage of data. ADO.NET technology was used at the stage of data access. In this way, application codes and database operations were performed separately from one another. However, operations performed on the data take a longer time as the data set is increased. In this study, among the popular technologies, ADO.Net and Entity Framework technologies were therefore analyzed with respect to accuracy and performance.

When we examined the system as a software model; it is divided into two separate parts: application and database model. Tables, columns take place in database model while classes, features are found in application model. It is a very time consuming task to be able to use database objects in the application with isolating them from the database model. In a similar manner, it is also a very time consuming task to be able to use the objects used in the application model in the database model. ORM (Object Relation Mapping) tools are therefore needed. ORM means Object Relation Mapping. ORM carries out the mapping operation between
the application and database. It generates for each object in the database their corresponding values in the application and, in a similar way, for each object in the application their corresponding values in the database. Entity Framework is also an ORM tool of Microsoft, provided together with DotNet 4.0. A study was performed on a flexible structure with no database dependency by using Entity Framework.

The system was implemented by using either technology and analyses were performed. Performance results will be described in detail in Section 4.

3.2. Color Analysis Operations

Three different methods were tested in order to be able to select the most appropriate method at color analysis stage. These methods can be listed as: median-cut algorithm, scalar quantization and octree quantization algorithm. Analysis of color intensity of pictures of various environments was performed by using these methods. Results including comparison of the methods with respect to mean square error (MSE), execution time and memory usage were obtained in previous studies and also given in Table 1. Comparison of color analysis algorithms was carried out for a picture in jpg format including a total of 41,108 colors, with a width value of 23 and height value of 172.

<table>
<thead>
<tr>
<th>Table 1. Comparison of Color Quantization Methods [18]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSP</td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>Scalar Quantization</td>
</tr>
<tr>
<td>Octree Quantization</td>
</tr>
<tr>
<td>Median-Cut Quantization</td>
</tr>
</tbody>
</table>

According to the results given in the table, Median Cut and Octree algorithms yielded more accurate results in terms of content of picture; however, the scalar quantization algorithm resulted in a better performance with respect to time and memory usage. The scalar quantization algorithm [18], [20] was used in color analysis operations since it is important to obtain intense colors in the application and the scalar quantization algorithm is more advantageous than the other algorithms in terms of both memory and speed.

Following the scalar quantization algorithm was applied both on the background uploaded to the system by the user and on the products available in the database, the Linear Matching Algorithm was used in order to be able to find the products which are the most similar with each other in terms of color tone. A pseudo code [20] is given below in relation to the Linear Matching Algorithm.

for \( k = 1: N \)

if \( D_{k,w} < D_m \)

\[
P_k = \left| C_m - C_{k,w} \right|
\]

end

end

\( P_{opt} = \min \{ P_k \} \)

The \( C_m \) value in the code represents the results of picture analysis made with respect to the environment to be decorated. The \( D_m \) value indicates the dimensions of the environment to be decorated. The \( D_{k,w} \) value gives the dimension information of the kth product available in the database, which will be put forward as a suggestion and the \( C_{k,w} \) value represents the results of color analysis made with respect to this product. \( P_{opt} \) was used to symbolize the products with the highest similarity. Products obtained as a result of this algorithm will be the products with a high similarity in terms of only color analysis. As stated in Fig. 1, by
assuming a total of \( T \) products are present in the database, the products having the highest similarity with respect to color will be filtered as a result of the Linear Matching algorithm and the number of products that have been filtered will be \( L \) \((T > L)\). In the next stage, the collaborative filtering algorithm was applied on these \( L \) products.

### 3.3. Collaborative Filtering Algorithm

First, all users found in the database are specified as neighbors in the Collaborative Filtering algorithm. Then, similarities between these users are calculated. Both the Pearson’s Similarity correlation \([18]\) given in (1) and the vector similarity correlation \([18]\) given in (2) were used in order to calculate the similarities.

\[
\rho_{PB}(x, y) = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sum_{i=1}^{n} (y_i - \bar{y})^2}} \tag{1}
\]

In (1), if it is considered that the similarity between the users \( x \) and \( y \) is calculated; \( x_i \): the score given to the object \( i \) by the user \( x \), \( y_i \): the score given to the object \( i \) by the user \( y \), \( n \): number of objects voted jointly by the users \( x \) and \( y \) and \( \bar{x}, \bar{y} \): mean score value of the objects voted by the users \( x \) and \( y \), respectively.

\[
\rho_{VB}(x, y, i) = \frac{xy}{\|x\|_2 \|y\|_2} = \frac{x_i}{\sum_{i \in I_x} x_i^2} \frac{y_i}{\sum_{i \in I_y} y_i^2} \tag{2}
\]

\( x_i \) and \( y_i \) values given in (2) represent the votes given by the users for the object \( i \). Vector similarity is widely used in Object-Based Filtering techniques. Following a literature review, it is observed that it gives better results in Object-Based Filtering techniques.

After the similarities between the users were calculated, 50 users which have the highest similarity value among the users present in the database were chosen as neighbors. It is stated in the literature that sufficient number of users should be at least 20 for the Collaborative Filtering Algorithm Systems \([7]\). Therefore, neighbors in a number of at least 20 are specified for those users having neighbors less than 50 users. Only the Linear Matching Algorithm is applied for the users having neighbors less than 20. Results are evaluated by using the K-NN \([18]\) Algorithm and Correlation Threshold Methods \([18]\) in neighbor selection. Then, by taking into account other requirements of the users in regards to their neighbors and the product, the score value pertaining to \( L \) products obtained from the Linear Matching Algorithm is calculated by using the below equation.

\[
P(a, j) = \bar{a} + \frac{\sum_{(b \in N) \cap (b, j)} (b_j \cdot \bar{b}) \cdot \rho(a, b)}{\sum_{(b \in N) \cap (b, j)} |\rho(a, b)|} \tag{3}
\]

Estimated value of the score given by the user for the product \( j \) is calculated in (3). \( \bar{a} \) represents the mean value of the votes given by the user \( a \). \( b_j \) shows the real value of the vote given by the user \( a \) for the element \( j \) of the user \( b \), which is one of the neighbors of the user \( a \), while \( \bar{b} \) gives the mean value of the votes of the user \( b \). After the estimated score of \( L \) products is calculated by using the above formula, \( M \) products with the highest score which are considered as appealing for the user are presented as a suggestion.

In the previous studies, vector similarity and K-NN method were compared with the Pearson’s similarity correlation.
method and the Correlation Threshold method, respectively and, the Pearson’s Similarity Method yielded much better results than the Vector Similarity Method. Although processing times of the K-NN method and the Correlation Threshold method were similar, the K-NN algorithm delivered more accurate results by an increase of the threshold value in the Correlation Threshold Method, which means an increase of similarity resulting in an insufficient number of neighbors [18].

For reasons outlined above, Pearson Similarity method was used during the similarity calculations of the users whereas K-NN method was utilized during calculation of the estimated values of the scores given by the users for the products at the stage of comparison of the system in terms of database operations. Evaluation of ADO.NET and Entity Framework technologies, which are used at the stage of data access, will be made in Section 4.

4. Proposed System Architecture

Test operations were performed via the Movilens data set consisting of 100 thousand data. Data found in the data set were broken into two parts in such a way that 80% of them are education data and 20% test data. In addition, this break-up was performed in 5 different ways and the methods were also tested on these five different data set. Error calculation with respect to the similarities between the users and to the real similarity values were carried out by using the Mean Absolute Error (MAE) method.

\[
MAE(x, \hat{x}) = \frac{1}{n} \sum_{i=1}^{n} |x_i - \hat{x}_i|
\]

MAE is one of the most widely used methods in determining the accuracy of the estimates [14]. MAE method produces more accurate results in comparison to the other evaluation criteria proposed for the Collaborative Filtering Method and is an easy-to-calculate method. MAE method finds the absolute error for N products at first and, then, takes the mean value of this error value. Calculation of the MAE Method is shown in (4).

<table>
<thead>
<tr>
<th>Number of Neighbors</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.8053390231206558</td>
</tr>
<tr>
<td>25</td>
<td>0.750978523250448</td>
</tr>
<tr>
<td>50</td>
<td>0.756304950282027</td>
</tr>
<tr>
<td>75</td>
<td>0.759425663426021</td>
</tr>
<tr>
<td>100</td>
<td>0.764395969153255</td>
</tr>
<tr>
<td>125</td>
<td>0.766337286077132</td>
</tr>
<tr>
<td>150</td>
<td>0.76767955190167</td>
</tr>
<tr>
<td>175</td>
<td>0.76874300159501</td>
</tr>
<tr>
<td>200</td>
<td>0.769924510354067</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of Neighbors</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.841847609671584</td>
</tr>
<tr>
<td>25</td>
<td>0.7783982900196074</td>
</tr>
<tr>
<td>50</td>
<td>0.7717041845755752</td>
</tr>
<tr>
<td>75</td>
<td>0.7728077246150231</td>
</tr>
<tr>
<td>100</td>
<td>0.7737095414557301</td>
</tr>
<tr>
<td>125</td>
<td>0.7750113154440438</td>
</tr>
<tr>
<td>150</td>
<td>0.776260780094141</td>
</tr>
<tr>
<td>175</td>
<td>0.7774978834555381</td>
</tr>
<tr>
<td>200</td>
<td>0.7780726894139211</td>
</tr>
</tbody>
</table>
When Table 2 and Table 3 are analyzed, it is seen that error values calculated by using Ado.Net and Entity Framework technologies as a function of number of users are very close to each other. This shows that the system gives similar results under different technologies. It means our system is a consistent system. However, purpose of the study is twofold: to test the accuracy of the system and to compare system performance in terms of two different technologies. Therefore, we should compare the technologies used with respect to total processing time.

Calculation times of the Pearson's Similarity by using two different technologies are given in Fig. 2. As can be seen from Fig. 2, total similarity calculation time by using the Entity Framework technology is approximately four times the total calculation time by using the ADO.Net technology.

Calculation of estimated values of the votes given by the user for the products, by choosing 50 neighbors with K-NN algorithm with using two different technologies, is given in Fig. 3. Processing times are given in the graph. As can be seen from the graph, total processing time by using the Entity Framework technology is approximately five times the total calculation time by using the ADO.Net technology. If it is considered that number of users and, accordingly, number of votes will be increased over time, the Entity Framework technology system will slow down the system severely.

Fig. 2. Processing time of Pearson Similarity.

Fig. 3. Processing time of K-NN algorithm.

5. Conclusion

In this study, two different technologies, which are ADO.Net and Entity Framework technologies, were tested on the Collaborative Filtering method which is a data mining method. Both technologies have similar accuracy rates while ADO.Net technology conducted all processes in a time period about 5 times less than the Entity Framework technology. Consequently, the Entity Framework technology is not as fast as the ADO.Net technology. However, the Entity Framework technology has no database dependency and provides a flexible architecture; on the other hand, it has an object dependency since the objects on the application side and the objects in the database are MAPPED with each other.

An addition, it generates all SQL statements itself. This imposes restrictions at the SQL side.

Although the Entity Framework technology has advantages such as no database dependency and flexible architecture, a shorter processing time is more important since the data used in the suggestion systems exist
in huge amounts. Therefore, it is understood that the ADO.Net technology is more appropriate for data mining and Filtering applications in comparison to the Entity Framework technology.
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