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Abstract: In modern operating systems, thread is the only primitive to exploit the concurrency provided by multiple processors, which allows programmers to write sequential code that can be executed in parallel. However, these operating systems are known to be inefficient when the number of threads comes to the magnitude of 103. Therefore server developers have to avoid the use of naive threading when they need to handle thousands of simultaneous client sessions.

In this paper, we propose a highly scalable user-level threading library \(\mu\text{Thread}\). It enables programmer to write heavily concurrent threaded code without losing performance. Our framework achieves the M:N threading model, which hosts M user-level threads on top of N kernel-level threads. To demonstrate the usefulness of this framework, we provide a proof-of-concept implementation of a web server application.

According to our experiments, \(\mu\text{Thread}\) provides good performance and great scalability. The web server based on \(\mu\text{Thread}\) becomes the best performance user-mode web server under Windows.
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1. Introduction

The performance of a single core processor has come to its bottleneck. To further improve computational capability, making use of multiple processor cores has become the mainstream solution. On the other side, modern software development often needs to confront concurrency. For example, a typical web server needs to handle thousands of simultaneous client connections. The evolvement of hardware and software brings about mixed complexity which requires developers to build a system that can both handle concurrent requests and make use of multiple processors.

There are basically two kinds of abstraction which enable software developers to build software that can process in parallel [1]. The first abstraction comes with thread and blocking operations, namely multi-threading. Programmers write code in the same sequence as the control flow, which is executed in a thread environment. Multiple control flows can occur simultaneously by creating multiple threads. When an operation needs result that is currently unavailable, the thread issuing the operation is blocked until the result is resolved. The second abstraction makes use of asynchronous operations. Programmers do not write code in the control flow sequence. Instead, when an operation may need currently unavailable results, a callback must be specified. When the result is resolved, the callback is invoked.

Despite the underlying hardware is naturally asynchronous, commodity operating systems all provide
synchronous programming interfaces [2]. The hardware of a computer system is composed of devices and processors which can work in parallel. When a device is ready, it interrupts the processors for notification. Commodity operating systems wrapped this parallelism by providing multi-threaded interfaces, which enables programmers to write synchronous code to operate on the asynchronous system.

This design causes two problems. Firstly, a single thread can only run on a single processor at a time. To make full use of multiple processors, the application must create multiple threads where the number of threads is no less than the number of processors. Secondly, the threading mechanism may introduce tremendous overhead when the number of threads grows too large. As an impact, multi-threaded I/O becomes the main bottleneck in the performance of modern operating systems [3].

Commodity operating systems provide I/O multiplexing mechanisms to overcome these limitations. There are kqueue for FreeBSD [4], epoll for Linux [5], and I/O completion port for Windows [6]. These mechanisms allow a single thread to block on multiple I/O operations, thus greatly reduced the total number of threads required. With multi-threading and I/O multiplexing, developers of I/O intensive programs are encouraged to create multiple worker threads to wait on a single queue. This is not multi-threading meant to be, which causes program to be obscure, hard to debug, and cannot take full advantage of the programming language.

We solved this problem by building a user-level threading library μThread, with fibers scheduled by the I/O multiplexing mechanisms. The library provides a synchronous programming interface similar to a traditional threading library. Meanwhile, the performance of μThread is identical to making direct use of the underlying asynchronous mechanisms.

Our contributions are threefold:

- We introduce highly scalable user-level threads, which enable developers to write synchronous code to make use of the asynchronous I/O multiplexing mechanisms. Our threading library, μThread, comes with a similar API of a traditional threading library (e.g. pthread), which is sufficient for building a typical server program. Under the circumstances where functionality or performance is not satisfied, μThread can coexist with the native threading library of the operating system in the same process.

- We implement a web server which performs best among several user-mode web servers under Windows. The selected web servers for benchmark are Apache, Nginx, Node.js and IIS. Our web server performs best among all except IIS, which is implemented as a kernel-mode driver.

- We provide a way to use the exact same code to measure performance between native threaded I/O and multiplexed I/O. I/O multiplexing mechanisms always come with an asynchronous interface. Benchmarks between them are either limited to basic operations or have to face the criticism of different implementations.

The rest of the paper is organized as follows. Section 2 presents the design of μThread. Section 3 evaluates the various performance metrics and shows some findings. Section 4 introduces the related work and Section 5 concludes the paper.

2. Design

2.1. Motivation

We start by briefly illustrating the similarities and differences between synchronous and asynchronous programming.

Assume that we have a socket with stream-oriented connection and a buffer of 4,096 bytes. We are required to read data from the socket to fill up the entire buffer. Since the read operation of a stream ends up as soon as any data is arrived, we need to read multiple times.

In synchronous programming, a typical prototype of the read function would be `read(fd, buffer, size)`
where the parameters are the file descriptor, the pointer to the buffer and the size of the buffer. The read operation may complete successfully with a non-negative return value indicating the actual read size, where 0 implies the end of the stream. A negative return value suggests that the operation is failed. It is natural to embed the function call into a while loop to form an algorithm to fill up the buffer. There is a sliding pointer which points to the remaining part of the buffer, and a counter which counts the remaining size of the buffer, as shown below.

```c
char buffer[4096];
char *p = buffer;
int remain = sizeof(buffer);

while (remain) {
    int result = read(socket, p, remain);
    if (result <= 0) {
        // error handling
    }
    p += result;
    remain -= result;
}
```

In asynchronous programming, the prototype of the read function should include a callback function and a user defined state parameter, which becomes `async_read(fd, buffer, size, callback, state)`. The asynchronous read operation completes in one of the four situations:

- **Asynchronous success.** The operation is pending while the read function returns, until the callback function is invoked with the state parameter and the result.
- **Asynchronous failure.** The callback function will be invoked on completion with the state parameter and the error information.
- **Synchronous success.** Although the result is ready before the read function returns, most asynchronous programming libraries still invoke the callback function to provide results thus simplify programming.
- **Synchronous failure.** The read function will directly return with error information, and the callback function will not be invoked.

With this asynchronous interface, programmers cannot use while loop to fill up the buffer because that every call to the read function splits the control flow into two parts. Programmers are forced to explicitly implement a state machine even if the algorithm is simple and trivial. A typical implementation using the asynchronous interface is shown below.

```c
typedef struct {
    char buffer[4096];
    char *p;
    int remain;
} state_t;

state_t *s = malloc(sizeof(state_t));

s->p = s->buffer;

s->remain = sizeof(s->buffer);

if (async_read(s->p, s->remain, on_read, s) < 0) {
    // error handling
}

void on_read(state_t *s, int result) {
    if (result <= 0) {
        // error handling
    }
}
free(s);
    return;
}  
s->p += result;
s->remain -= result;
if (s->remain) {
    free(s);
    return;
}  
if (async_read(s->p, s->remain, on_read, s) < 0) {
    // error handling
}

Programmer manually allocates the state structure on heap, which contains all of the data that need to be accessed across the read operation, including the buffer, the sliding pointer to the buffer, and the counter of remaining bytes. In this case, the use of asynchronous programming interface generates much longer code.

In general, the continuation of asynchronous pending operations is separated from the initiation of these operations, which causes disadvantages listed as follows.

Control Flow. In synchronous programming, the blocking functions can be directly included into complex control flows supported by the compiler (e.g. for, while), thus programmers can write code in the same sequence as the control flow. Additionally, structured exception handling [7] is supported by many compilers, which allows programmers to handle multiple error conditions in one place. In asynchronous programming, programmers cannot integrate pending operations into these control flows. Thus programmers are forced to implement every algorithm as an explicit state machine even though the actual control flow is relatively simple. Moreover, the sources of error conditions are scattered all around which makes programmer difficult to handle them correctly.

Memory Allocation. Most of the modern programming languages support stack based local variables, which is an ideal place to store local states. These variables are automatically allocated and deallocated on stack when the program flow enters and leaves the context of the variables. In asynchronous programming, programmers must explicitly allocate memory for local state and keep track of the variable’s lifetime. Stack allocation is relatively fast and reliable, leveraging simple and useful semantics when combining with a programming language that supports resource management such as C++ [8].

We can see that there are cases where asynchronous programming is not suitable. In these cases, if there is a choice, programmers would prefer a synchronous programming interface.

2.2. I/O Multiplexing

Through the evolution of development, modern operating systems (Windows, Linux, FreeBSD) all provide two kinds of I/O model. Firstly, they provide the native model, which enables programmer to directly initiate an I/O operation meanwhile blocking the thread of initiation. Secondly, they provide the multiplexed model, which combines the wait of multiple I/O completions into one single blocking call. Fig. 1 compares the two models in respect of the interaction between the application and the operating system.

![Fig. 1. The interaction between application and the OS in different I/O models.](image-url)
In the native model, when a user thread calls an I/O function, such as read(), the operation is initiated and the thread is blocked. The thread is resumed after the operation is completed, as shown in Fig. 1(a). This model provides a synchronous programming interface which has been discussed in Section 2.1.

However, the native model must face the scalability problem that, when the number of threads becomes very large, the system's overall throughput may degrade heavily [9]. Because of the nature that in the native model, every pending I/O operation will occupy a thread, the number of threads must be equal to or greater than the number of the pending operations. In a typical threaded TCP server, every active connection has a pending read operation in order to actively listen for newly arrived messages. When the number of potential active connections grows high, the native model becomes out of place for its low scalability.

Modern operating systems offer multiplexed model to conquer this problem. In this model, when a user thread calls an I/O function, the operation is initiated while the thread continues to run. When an operation is completed, the kernel queues the notification. There are often worker threads waiting at the queue to manipulate the I/O completions. Worker threads may then initiate more I/O operations as the application continues to run. This model is shown in Fig. 1(b).

The multiplexed model provides an asynchronous programming interface since the processing of I/O completion is separated from the initiation. There are often libraries that slimly wrap the multiplexed model into an asynchronous programming interface described in Section 2.1 [10]. Applications that use this model often achieve good scalability but sacrifice code simplicity [11], [12].

2.3. The Duality Mapping

We have designed a user-level threading library, μThread, which has a similar programming interface with the native I/O model and identical scalability to the direct use of the multiplexed I/O model.

The two basic operations of a blocking operation are the initiation and the notification of completion. We want to achieve good scalability, therefore we have to use the multiplexed I/O model as the base, where we can initiate a blocking operation while setting up a callback to handle the completion. On the other hand, we are going to provide a threaded programming interface, where calling a function of blocking operation not only initiates the operation but also blocks the current thread until the operation is completed.

The library with a threaded programming interface belongs to a procedure-oriented model, where the multiplexed I/O model is a message-oriented model. These two kinds of model are proved to be duals of each other. With proper mapping, a system of one model can be directly translated into the other with identical semantics and performance [13].

We introduce the use of fibers to achieve this goal. Fibers are lightweight scheduling units which are cooperatively scheduled. A fiber contains a stack for user code execution. When switching to another fiber, the stack is switched. Firstly, we create some number of native threads to host the fibers. These threads are called worker threads. The number of worker threads must be equal to or greater than the number of processors in the running machine in order to take full use of all of the processors. We create a worker fiber for each worker thread.

Secondly, we directly schedule the fiber through the I/O multiplexing mechanism. For each blocking operation we need to support, we provide a wrapper function. The wrapper function are required to be called in a user fiber other than the worker fiber. In this function, we first allocate an environment block on the current fiber's stack. We set up the environment block which contains a reference to the current fiber, and then switch to the worker fiber and initiate the operation with the I/O multiplexing mechanism, specifying the environment block as the state parameter. If the operation completed synchronously, we directly return the result or the error information. Otherwise, the worker fiber will wait on the I/O multiplexing mechanism for all pending operations after the initiation which will cause the worker thread
to be blocked. When the operation is completed, the wait will be satisfied and the worker thread will be resumed, and we switch back to the user fiber and return the result or the error information based on the reference in the environment block. A complete flow of an individual operation is shown in Fig. 2.

**Thread Creation.** Thread creation is a basic interface of a threading library. When a user creates a μThread, we allocate a thread control block in the user-space heap and create a fiber corresponds to the thread. We also need to add a dummy entry to the I/O multiplexing mechanism so that the fiber can be scheduled. We invoke the user-specified thread entry function in the callback of the dummy operation, and release the thread control block and destroy the fiber after the function is returned.

With thread creation implemented and all of the blocking operations mapped, we formed a complete user-level threading library. This is a duality mapping from the event-based multiplexed I/O model to a thread-based I/O model. μThread achieved an M:N threading model, which hosts M user-level threads on top of N kernel-level threads, as shown in Fig. 3.

![Fig. 2. Using fiber to build a synchronous programming interface on top of the asynchronous I/O multiplexing mechanisms.](image1)

![Fig. 3. The architecture of μThread, which hosts M user-level threads on top of N native worker threads running on N processors.](image2)

**2.4. Discussion**

In this section, we briefly discuss about some minor topics that we did not cover in previous sections.

**A Race Condition.** When mapping a blocking operation in a multiple processors environment to μThread, we need to first switch to the worker fiber and then initiate the operation. This is because that there are multiple worker threads waiting on the I/O multiplexing mechanism. If we switch the fiber after the initiation of operation, the operation may complete immediately and another worker thread will receive the completion before the current worker fiber switches out. The worker thread that receives the
completion will try to switch to the current fiber thus causes a race condition.

**Unavoidable Blocking.** A running thread may encounter unavoidable blocking, such as page faults. We may also need to use operations that are not supported by the I/O multiplexing mechanism, which will also cause the worker thread to be blocked. The solution is to have the number of *active* worker threads equal to or greater than the number of processors for all time. We may need to trace the number of active worker threads, and create new threads when necessary. This trace is supported by I/O completion port, which is the I/O multiplexing mechanism under Windows.

**Yielding.** Yield is a term in multi-threading which means to let the thread scheduler select a different thread to run instead of the current one. The yield implementation is trivial, we first switch to the worker fiber and add a dummy entry to the I/O multiplexing mechanism pointing at the calling fiber, and finally wait for I/O completions. However, adding the entry and wait for completions require two user-mode to kernel-mode transitions, which is far more expensive than the yield operation in the native threading library. In Section 3.2, we evaluate the performance of yield, which represents the lightest blocking operation in µThread.

**Locks.** Lock is an important mechanism for synchronizing multiple threads to access a resource. There are mainly three kinds of locks that can be implemented in µThread. When the threads are only likely to be blocked for a short period of time, a spin lock can be used, which behaves just like spin locks in other threading libraries. Users could directly use the lock in the underlying native thread library, which will cause blocking that discussed previously. We can explicitly implement a lock in µThread similar to the yield implementation. However, this implementation is heavy and may perform badly than previous approaches.

**The Interface.** We have faced a choice that we either substitute the interface of the native threading library or create a new interface. Substituting the native interface brings us benefit that users could directly link their applications to µThread without modifying the code. The drawback is that users would face a dilemma to only use one threading library in an application, suffering from the disadvantages while taking the benefits. We did not substitute the native threading interface and create an alternative interface, so that µThread can coexist with other threading libraries in the same process.

### 3. Evaluation

In this section, we present several benchmarks to study the performance of the threading library and its applications followed our design.

The testing machine consists of an Intel E3-1230 CPU (3.2GHz, 4-core with hyper-threading), Z68 chipset, 8GB DDR3 RAM running at 1333MHz and an Intel 82579V Gigabit Ethernet controller. In the benchmark requiring single core, we mask off other cores and disable hyper-threading in the BIOS setting. We implement two threading libraries, one following the description in Section 2 and the other being a direct wrapper of the native threading library provided by the operating system. These two threading libraries share the same interface described in Section 2.3, so that we can use the same workload to compare performance between µThread and the operating system’s native threading library. The operating system for our evaluation is Windows Server 2008 R2 (64-bit).

We first create two micro-benchmark to understand the basic performance characteristics of µThread, and then present a web server benchmark to exhibit its great performance in real world applications.

#### 3.1. Thread Creation Performance

Firstly we study the thread creation performance, where we create threads as many as possible using both the µThread threading library and the native threading library, and meanwhile we record the accumulated time usage for creating certain amount of threads. We specify a stack size of 4KB for each thread.

As shown in Fig. 4, the thread creation speed with µThread is relatively faster than the native threading
library. For instance, it takes 1.14 seconds to create \(10^5\) threads in \(\mu\)Thread while the native threading library requires 2.15 seconds. We can also see that \(\mu\)Thread allows more threads to be created.

![Fig. 4. A micro benchmark for thread creation performance. Lower is better.](image)

![Fig. 5. A micro benchmark for yielding performance. Higher for better absolute performance. Flatter for better scalability.](image)

The native threading library fails to create new thread when the number of threads grows to \(1.3 \times 10^5\) while \(\mu\)Thread goes along until 3.4 \(\times 10^5\) threads are created. This is mainly because of that a \(\mu\)Thread only contains a user-space stack, while a native thread requires a kernel-space thread control block stored in the non-paged pool memory which can be easily run out when huge amount of threads are created. \(\mu\)Thread allows creating more threads only limited to the total virtual memory required by thread stack.

### 3.2. Yielding Performance

Secondly we study the yielding performance, where we create certain amount of threads with thread bodies consist of infinite loop of yielding, which is described in Section 2.4. We start to count the number of yields when all threads start to yield for 1 second, and stop when we count for 10 seconds.

As shown in Fig. 5, the native threading library have much higher performance when the number of threads is less than \(10^4\). The yield operation in \(\mu\)Thread is much heavier than the native one in the operating system, as it enters and leaves the kernel twice and operate on complex kernel data structures.

Despite the bad yielding performance, we can see that the scalability is much better. The performance grows when the number of threads grows from 1 to 4, as the system has a 4-core processor. The native threading library has a big gap of performance degradation when the number of threads grows up to \(10^4\), while \(\mu\)Thread does not. The native threading library stops working when the number of threads comes near to 105, for running out of the kernel’s non-paged pool memory.

This micro-benchmark suggests us that \(\mu\)Thread is not suitable when most of the blocking operations are as light as yield. Fortunately this is not the case in most situations. We can see that the boundary of IOPS (I/O per second) in \(\mu\)Thread is \(2 \times 10^6\) in our testing machine. When the IOPS of a certain application is lower than \(2 \times 10^5\), the impact of this boundary will be lower than 10% and will not become the bottleneck. We expect the good scalability takes main effect and leads to good performance in such applications.

### 3.3. Web Server Performance

We further evaluate our work in the context of a highly concurrent web server, which is a typical server application in real world usage.

We implemented a fully functional open-source web server named Ice, which accepts incoming connections, parses HTTP requests, reads static file from disk and sends the content back to the client. The web server is based on a threading library interface, which creates one thread per connection, and we evaluate its performance using both \(\mu\)Thread and the native threading library.
We also collect various commonly used web servers for Windows in the benchmark. The selected web servers are IIS (7.5), Apache (2.2.27), Nginx (1.6.0) and Node.js (0.10.28), all of them are 64-bit version. IIS is the web server that comes with Windows, which contains a kernel-mode driver which accomplishes all of the work in kernel-mode when serving static files. Apache and Nginx are two widely used web servers, where Apache uses native threaded I/O and Nginx uses multiplexed I/O. Node.js is a scripting platform based on the Chrome's JavaScript runtime, which is often used as a web server for its high scalability. We write a simple script to serve static files on disk for Node.js. We turn off logging and other unused modules for all the web servers, retaining minimum functionality for maximum performance.

The experiment result is shown in Fig. 6. IIS takes advantage of the kernel-mode counterpart and its matured optimization therefore performed best among all web servers. Our web server, Ice, performed next to IIS when using μThread, which becomes the best user-mode web server of both absolute throughput and scalability under Windows. When Ice uses the native threading library, it perform slightly better when the number of connections is 1 or 2, slightly worse at 4 to $10^3$ connections, and degrade heavily at more than $2*10^3$ connections. Apache uses native threaded I/O thus have similar scalability characteristics with Ice using the native threading library that degrade heavily when the number of connection grows higher. Nginx and Node.js use multiplexed I/O therefore have straight horizontal lines similar to Ice using μThread. Nginx accepts 103 connections at most on Windows as an implementation limitation. Despite the scalability characteristics, the absolute performance of Apache, Nginx and Node.js on Windows is lower than Ice due to the compromises made of code porting.

The comparison between the performances of same web server Ice on the two threading libraries proves that under certain circumstances in real applications, μThread enables programmer to write threaded code in a heavily concurrent environment without losing performance.

**Single Core Performance.** Nginx and Node.js are single-threaded and do not support multiple worker instances on Windows, so that they cannot take advantages of multiple processors. Thus we takes an additional benchmark in a single core environment, with other processor cores and hyper threading disabled in BIOS setting, to fairly compare their performance with other web servers. We expect that Nginx and Node.js will have same performance as they perform in the multi-core environment, while other web servers will perform worse due to the processor core reduction.

Fig. 7 shows the result as expected. We noticed that in single core environment, using μThread only has scalability advantage over using the native threading library, and the absolute throughput performance is
almost the same when the number of connections is lower than $10^3$. Apache failed the test when the number of connections grows more than 2 in the single core environment, as further connections just stop responding requests when the first 2 connections are kept busy.

4. Related Work

Concurrency Programming Models. Thread-based and event-based are two categories of programming models that deal with concurrency [1]. The argument of which is ultimately better between the two models have lasted for several decades. In 1978, Lauer and Needham have proved that one model can be directly mapped to another, with both the same logical semantics and the absolute performance if only properly implemented [13]. However, many researchers still believe that one model is better than another regardless of the actual application scenario [9], [12], [14]. The performance of server applications of different programming models in modern operating systems is also evaluated [15], [16]. Researchers have also been working on to refrain from the weakness of both models [11], [17]-[19]. There are also researches that combine the two models to achieve both the ease of use and expressiveness of threads and the flexibility and performance of events [20], [21].

Threading Models. There are three kinds of threading models, namely N:1, 1:1 and M:N model [22]. N:1 model implements multi-threading by scheduling multiple user-level threads onto one single kernel-level thread. Thread creation and context switch are usually very fast due to the user-level implementation. There is no need for lock since only one thread is running at a time. Once the kernel-level thread is blocked, the entire process is blocked. Besides, N:1 model does not take advantage of multiple processors.

In 1:1 model, every user thread has its corresponding kernel thread. Multiple threads can run concurrently on different processors. Thread creation and context switch are often slower due to the user-kernel mode transition.

M:N model hosts M user threads on top of N kernel threads. It combines some advantages of the N:1 and 1:1 model, such as cheap creation and fast context switch [23]. This model is often criticized as hard to implement, and it does not perform best in all situations.

Using Fibers. Fibers are lightweight scheduling units which are cooperatively scheduled [24]. Modern operating systems come with preemptive scheduling, which is the opposite of cooperative scheduling. However, some of them still implement fibers in their user-level library primarily for making it easier to port applications that were designed to schedule their own threads [25]. In these operating systems, fibers run in the context of the threads that schedule them.

Capriccio presents a scalable thread package for use with high-concurrency servers [26]. It is a duality mapping from the asynchronous I/O mechanisms to the N:1 threading model as it schedules multiple user-mode threads onto a single kernel-mode thread. Because of only one single kernel-mode thread is used, it cannot take advantages of multiple processors and the paper leaves it for future work.

C++ CSP2 presents an M:N threading model which can take full advantages of multiple processors [27]. It is a threading library that schedules their threads by itself, thus implementing high performance I/O with the library becomes a big challenge and the paper leaves it for future work.

Language Level Solutions. Computers are layered systems that a single problem can be solved at various layers. There are researches that propose language level constructs to simplify event-driven programming, such as Task [28] and Future [29]. Node.js, which is based on the JavaScript programming language, supports closures that makes it easier to directly use these constructs to build asynchronous applications [30]. The .NET Framework 4.5 introduces asynchronous programming by letting the compiler to compile synchronous, thread-based code into asynchronous, event-based code that make uses of the Task construct [31].
5. Conclusion

Concurrency and multi-processors bring about mixed complexity that needs to be carefully solved to achieve simplicity and good performance. In this paper, we present a user-level threading library, μThread, which can be directly implemented in modern operating systems without the need to modify the kernel. According to our experiments, μThread performs as well as the best user-level approach in modern operating systems on single and multiple processors in certain cases while remaining the simplicity of a synchronous threading interface. Our library can coexist with the native threading library in a single application, so that the developer will not need to balance the advantages and disadvantages of both libraries and take the best of both worlds, which pushes us to rethink the scalable M:N threading in modern operating systems.
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