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Abstract: This paper is dedicated to the presentation of a Radial basis function neural network (RBFNN)
based denoising method for medical images. In the proposed approach, a RBFNN filter is designed where the
output of the network is a single denoised pixel and the inputs are its neighborhood in the degraded image.
The back-propagation algorithm is used to train the RBFNN filter by minimizing an appropriate error
function obtained from the total variation model The parameters to be adjusted are the weights and the
neurons centers of the RBFNN. The considered filter was used to reduce noise from X-ray, MRI and
Mammographic medical images giving good results of noise removal when compared to other approaches
and using different noise standard deviations.

Key words: Noise reduction, medical images, total variation, radial basic fonction neural network, pixel
neighborhood.

1. Introduction

The quality of digital medical images becomes an important issue. This is due of the widespread of digital
imaging. To achieve the best possible diagnosis, medical images should be clear, and without noise and
artifacts. While the technologies for acquiring digital medical images continue to improve, resulting in images
of higher and higher resolution and quality, removing noise in these images remains one of the major
challenges in the treatment of medical imaging, because noise could mask and blur important features in the
images. The objective of image denoising is to obtaining the clean image from the noisy one with some
knowledge of the degradation process.

There are many existing methods and algorithms for image denoising |1]-[4]. Recently, various types of
neural networks have been evaluated for their denoising effectiveness. Radial basis function (RBF) neural
networks with their approximation capabilities [5] are very emergent powerful tools. They have the
specificity of learning by themselves to extract hidden information in a mass of data, and provide powerful
models to the knowledge of a given problem. They are used for classification, prediction and aggregation of
data and have been successfully introduced in image denoising [6], [7]. To obtain desired performances from
the RBF neural network, weights and Gaussian parameters such us centers and widths have to be adjusted
using an appropriate training algorithm.

This paper, presents a new image denoising method by RBF neural network filter based on Total Variation
model (TV) minimization [1]. Indeed, the proposed filter; use the neighborhood information of a considered
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pixel as inputs and a single neuron producing the corresponding pixel in its output. The training of the
proposed RBF network is achieved by the back-propagation algorithm for determining the optimal weights
and centers. This optimal parameters are obtained by minimization of an appropriate error function. The
Gaussian widths of RBF are pre-determined by making some assumptions on their values. In the initial step
the centers values are computed by K-means clustering algorithm.

The remainder of this paper is organized as follow:

Section 2 presents some related works in the use of neural networks, especially radial basis function
neural networks to reduce noise. Section 3 provides the problem formulation of Total variation
minimization and the architecture of the proposed RBFNN neural filter and its training algorithm. Section 4
illustrates the application of our RBFNN filter to reduce noise from X-Ray, MRl and Mammographic images
and its comparison with some known denoising methods. This last section closed by a study of input size
influence of the neural network.

2. Related Works

Artificial neural networks (ANN) has seen an increasing use in noise reduction problems. Zhou et al. [8]
are the first who proposed the use of the Hopfield neural network (HNN) in image restoration and showed
the instability of the original (HNN). They proposed an algorithm to ensure the stability of the HNN. They
also proposed the use of simulated annealing algorithm that allows energy increase with a probability
decreasing in time so as to converge to a better solution in stochastic sense. These two algorithms have
important computation time due to the energy change which checked step by step. Paik and Katsaggelos [9]
proposed a Modified Hopfield neural network (MHNN) model for solving the restoration problem which
improves the algorithm proposed by Zhou et al. in [8]. The algorithm based on the MHNN ensures network
stability without checking energy change step by step, where two new updating schemes (sequential and
parallel one) are introduced. However, the convergence proof for the parallel scheme is based on an almost
never satisfied condition. Sun Yi [10], [11], presents a Generalized Updating Rule (GUR) of the MHNN for
gray image recovery. The stability properties of the GUR are given. It is shown that the neural threshold set
up in this GUR is necessary and sufficient for energy decrease with probability one at each update.

Chen et al. [12] introduced an ANN architecture for reducing the acoustic noise level in magnetic
resonance (MR) imaging processes. The proposed ANN consists of two cascaded time-delay ANN. The ANN
is used as predictor of a feedback active noise control (ANC) system for reducing acoustic noises.
Preliminary results also show that, with the proposed ANC system installed, acoustic MR noises are greatly
attenuated while verbal communication during MRI sessions is not affected.

Suzuki et al. [13] proposed an analysis method that makes clear the characteristics of the trained NF (i.e.
nonlinear filters based on multilayer neural networks) and developed approximate filters that achieves
very similar results but is efficient at computational cost. Zhang and Salari [14] have also attempted to
denoise images by applying multilayer perceptrons on wavelet coefficients which can be seen as an attempt
to incorporate prior knowledge about images. To detect lung nodules overlapped with ribs or clavicles in
chest radiographs, Suzuki et al. [15] developed an image processing technique for suppressing the contrast
of ribs and clavicles in chest radiographs by means of a multi-resolution massive training artificial neural
network (MTANN). They have used a bone images as the teacher oins for training the MTANN. This method has
produced a better rib-suppressed images where the soft-tissue opacities were substantially maintained.
Hainc and Kukal [16] indicate that artificial neural network can also be used as a kind of a sophisticated
nonlinear filter on local pixel neighbourhood (3 x 3) since linear systems are not good in their sensitivity to
impulse (isolated) noise.

Castro et al. [17] proposed to use a multiscale neural network approach for restoring degraded images.

69 Volume 10, Number 2, March 2015



The method uses a Multilayer Perceptron (MLP) algorithm, trained using synthetic 8-bit gray level image of
artificially degraded co-centered circles, with 256 x 256 pixels. A convolutional neural network was used to
denoise images by jain et al. [18]. They find that convolutional networks provide good results in
comparison with wavelet and Markov random field (MRF) methods. Moreover, they find that a
convolutional network offers similar performance in the blind denoising compared to other techniques
such as non-blind setting. Tarasia et al. [19] have proposed a parallel approach called image decomposition
technique to train FLANN (Functional Link Artificial Neural Network) is used for rectifying the corrupted
pixels to restore the image; it takes almost 50% less time than serial approach. Recently a new technique of
neural network and fuzzy logic has been proposed by Singh et al. [20] as a tool for image denoising and
enhancement, the proposed technique removes the Additive white Gaussian Noise from the Computed
Tomography (CT) images and improved their quality. In debakla et al. [21], authors proposed a new image
restoration method based on solving PDE with nonlinear model by multilayer neural network basing on the
Total Variation (TV) model. The denoising of an image is done by presenting the image pixel by pixel in the
neural network. The developed algorithm improves noise reduction and preserves the original geometric
characteristics and contrasts of the image.

RBF neural networks have been widely used in image denoising, we can cite the works of Kaoru et al. [6]
who proposed a noise reduction filter that can reduce noise components without destroying important
image information. The RBF network is then used to recover a high-quality image from the degraded
version, and the regularization parameter is adjusted according to local image characteristics. A novel
technique for blind image restoration and resolution enhancement based on radial basis function (RBF)
neural network was used by Ping and Lei [22]. The RBF network gives a solution of the regularization
problem often seen in function estimation with certain standard smoothness functional used as stabilizers.
Li-yun et al. [23] have proposed a semi-blind defocused image deconvolution technique based on RBF
neural network and iterative Wiener filtering. The RBF neural network is trained in wavelet domain to
estimate defocus parameter and after obtaining the point spread function (PSF) parameter, iterative
Wiener filter is adopted to complete the restoration. Recently Shamik et al. [7] proposed a proficient
method for uniform motion blur parameter estimation for blind restoration of motion blurred barcode
images. By considering the fact that barcode images have high linear singularities, ridgelet transform has
been used.

Most of the studded methods that we have cited have advantages and inconvenient. Certain of them
provide satisfactory filtering results but some details are lack such as important object contours. In this
aim, and to preserve contours we propose to use a new denoising formulation based on TV model
minimization where the resolution is obtained using RBF neural network. Indeed, this method of noise
reduction also starts with a noisy image but without any a priori information on the original image.

3. Radial Basic Function Neural Network Filter (RBFNNF)

We present a description of the RBFNNF technique in this section. We start from the formulation of the
image denoising problem by minimizing the TV model under constraints. Secondly, we propose the
structure and training of RBFNNF used to minimizing an appropriate error function obtained from the total
variation model in order to reduce noise.

3.1. Problem Formulation

Total variation (TV) regularization has been extremely successful in a wide variety of denoising problems.
It has been introduced for image denoising and reconstruction in a known paper of Rudin et al [1] with the
minimization of the following functional:
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F(u)=J'|Du|+/1||u0—u||2 dx dy @)}
Q
where J' IDu| represents the TV model of the image u. If the image u is regular, the equation (1) becomes
Q

onlyj \Vu\dx . Rudin et al. [1] considered that the noise which corrupted the image is distinguished from
Q

noiseless one by the size of total variation, which is defined as | [,2 y 42 dx dy » Where Q denotes the
) y )
X y
gJ;

image domain U, and U, denote the corresponding partial differentiation. Consequently, they propose

to restore a noisy and blurred image by minimizing total variation given by:

min g[q/uf+uj dx dy )

Under constraints:

S0y~ Uy () didy = o
(U(x,y)—u,(x,y))dxdy =0 (3)

i
i

where U, (X, Y) represents the given observed image, which is considered to be corrupted by a Gaussian

noise of variance o> and U (X, y) denote the desired clean image.

To minimize (2) Rudin et al [1] have applied the Euler-Lagrange equation under the two constraints in
(3), they obtain the following equation:

0 u 0 u,

— ——=|+t —| ——=—=|-2(Uu-u,)=0 4

ax{ uf+u§] aY[ u2+u2] ( 2 ()
where A the Lagrange multiplier is given by:

2 1 J‘ 2 2 (UO)xux n (UO)yuy

2—2 u + Uu
20

x T Uy~ (5)
\/uf+u§ \/uf+u§

An image denoising problem can be transformed to an optimization problem. In our assumption, and from

(4), we can formulate the image denoising problem as minimizing the following error function:

u 0 u,

X

0
Ey)=2| 5 L9 5 | au-u 6
OX| JuZ+uZ | Oy| JuZ+u? (=) ©)

where U, and U, are discretizations of the horizontal and vertical derivatives. A difficulty with TV is that,

it has a derivative singularity when U is locally constant. To avoid this, some algorithms regularize TV by

introducing an additional small parameter >0, 4/U 5 +Uu 5 +¢&

71 Volume 10, Number 2, March 2015



3.2. Structure of RBFNNF

To minimize (6), we propose to use a Radial Basic Function neural network (RBFNN). Generally, a RBFNN
consists of three layers: the input layer, the RBF layer (hidden layer) and the output layer. The inputs of
hidden layer are the linear combinations of scalar weights and the input vector x[X,, X, ,..., Xn]T , where
the scalar weights are assigned unity values. Thus the whole input vector appears to each neuron in the
hidden layer. The incoming vectors are mapping by the radial basis functions in each hidden node. The
output layer yields a vector y[Y,,Y,,..., ¥, ]" for m outputs by linear combination of the outputs of the

hidden nodes to produce the final output. Fig. 1 presents the structure of a single output RBFNN; the
network output can be obtained by:

h

y = f(x)=2 wig(x) (7)

i=1
where f{(x) is the final output, ¢(.) denotes the radial basis function of the it hidden node, w; denotes the

hidden-to-output weight corresponding to the ith hidden node, and h is the total number of hidden nodes.

Input layer Hidden layer Output layer

Fig. 1. Structure of a single output RBFNN.

A radial basis function is a multidimensional function that describes the distance between a given input
vector and a pre-defined center vector. There are different types of radial basis function. A normalized
Gaussian function usually is used as the radial basis function, it is given by:

#,(x) = exp [w} (8)

where C,and o, denote the center and spread width of the i*h node, respectively. The parameters of an

RBFNN have to be initialized before the network is trained. The weights {wyj, j=1, 2, ..., M} can be
initialized to either small random values or zeros. The initial centers can be determined, for example, by

K-means clustering of a number of the input samples. Spread initial values o, could be chosen as the

average of the nearest-neighbor distances among the initialized centers and trained later, or fixed during
the training process; this parameter is generally fixed after multiple learning experimentations.
We take the assumption that the output of the RBFNNF is an image corresponding to the desired

image U . So we provided as inputs to the RBFNNF the degraded image U, . The output of the network is

formulated by:
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u=N(u,,w,c) 9)
where U, is the noisy image represented by each intensity of pixel (x, y) and his neighbourhood (Fig. 2).
The gray level of the output of each pixel uo(x, y) is calculated by:

N(x,y)= [Zh: W, exp{WD (10)

where Vo(x, y) is the gray level values of the neighbourhood pixels correspond to the pixel uo(x, y). The
window size of the neighbourhood could be 3x3, 5x5, 7x7 ....

\ e =
<D, - e P Sdy
BB/ ¢ W N
.y _
- -
Local RBFNNF
o Neighborhood Desired image u
Noisy image uo 3x%3

Fig. 2. RBFNN Filter of our approach.

3.3. Training of RBFNNF
Once all pixels of the noisy image are presented to the network, an image U is obtained. We assume

that this image satisfies the equation (4). This image is replaced in equation (5) to get A, then in equation
(6) for calculating the error function E which is provided by the network. The RBFNNF is trained by the
back-probagation algorithm [24] until the maximum iterations number is reached or the obtained error is

less than the convergence error threshold g, . This algorithm adjusts the parameters w, and Cc

according to:

W (t+1) =w; (t) —17,Aw, (t)

¢, (t+1) =c; (t) — 7,Ac, (t) (11)

where w,(t+1) and c,(t+1) represent the values of parameters (weights and centres) of next iteration

and w,(t) and c (t) are their values for current iteration. 77, and 7}, are positive learning rates.

The parameters variation AW, and AC,; are obtained by minimization of error E(xy) presented in

equation (6) using the following equation:

AW, = Z aE(X’ y)

<y ow;
OE(X,Y) (12)
P
X,y i
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To compute AW, and AC; and for the simplicity of the calculation, we denote the two terms of equation

(6) as follows:

u,
= f(xy)and ——~—=g(x,y)

U +U UX~|—Uy (13)

0 u 0 u
| X = fX’_ —y == g 14
ox| Juzrur | oy | fuieur | 4
Equation (6) becomes:
E(x,y)=f,+9,-4(u-u,) (15)

From these considerations, the parameters variation terms Aw, and Ac, can be formulated as follows:

CE(x,y) _of, 59 04 ou
= - 1=
W ow 5 “ow (U-uy)- o (16)
OE(x,y) of 99, o4 ou
WY _Tx By 94 1
oc e oc, oc (U=t~ ac, (17)

All terms of the equations (16) and (17) are calculated from the value of ou —~~ and ou —~~_so itis necessary to
i aCi
provide firstly these derivatives. Under our assumptions and considerations in (9) and as N(x, y) is

considered in (10), under these conditions, the derivatives can be given as follows:

u_ON u_oN (18)
ow, ow, e, éc

So, the derivative of the desired image with respect to the weights is given by:

—|[vo (X, y) —cC; (19)
ou — exp || 0( y) |||
ow, 2
and, the derivative of the desired image with respect to the centers is given by:
i _ ¢l — v, = c; (20)
6_q= lWi (vo —¢) exp ” 0 |||
ocl 2 " |ve - ¢ 2
{Cij,j =1,2,...,s} where s is the window size of the neighbourhood pixels. As explained above, the

optimal width of RBF Gaussian function ¢ ; is experimentally fixed to 1.

From the obtained derivations ‘l‘ and ou
oW, oc;

—~ we can easily calculate Aw, and Ac; .

4. Experimental Results

In this section, some experimental results are presented to evaluate the performance of RBFNNF
approach. The denoising performance of this approach is compared with other denoising methods using
their optimal parameters: minimizing TV model of Rudin et al. [1], Wiener filter, and Multilayer Neural
Network (MLP approach) Debakla et al. [21]. To do this, three kinds of medical images, (X-ray, MRI and
Mammographic images) are used. The ISNR is used as a quality metric to compare objectively the
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performances of image denoising algorithms; it represents the amount of noise removed from the degraded
image. If ISNR increases, then the result of denoising is best. This metric, using the restored image, is given
by:

> LG D —uy(i f
> 6 0)-ud DF (21)

ISNR(f,u) =10log,

where T (i, J), U, (i, J) and u(l, j) denote the original, degraded and denoised images, respectively.
The Normalized Mean Square Error (NMSE) as another measure of quality is also used. If the value of
NMSE decreases, the denoising is better. NMSE is given by:

> LG -uti)f
NMSE(F.u)= > G pf 22)

Noisy Image TV approach Wiener Filter MLP approach RBFNNF Filter

Fig. 3. MRI image denoising: The columns from left to right show the noisy image and the restored images by
the total variation, Wiener Filter, MLP neural network and RBFNNF approach. The rows from top to down
are showing the experiments with different standard deviations of noise (0=15, 20, and 25).

The first denoising experiment is shown in Fig. 3 for this experiment, using a MRI image of 220x220
pixels taken from public link http://irm-bird.com/index.php?path=Public/Exemples. White Gaussian noise
with three different standard deviations 0=15, 20 and 25 are added. The columns of Fig. 3 from left to right
show the noisy image and the restored images by the total variation with: n=400, dt=0.001, alpha=250 and
epsilon= 0.1, Wiener Filter, MLP neural network and RBFNNF approach. The used window is 3x3 for
Weiner Filter and for our RBFNNF approach. The corresponding ISNR and NMSE values are shown in Table
1.

The proposed method (RBFNNF) has given a good visual quality with strong noise removal and also
more details are preserved. From Table 1, we can see that the RBFNN filter has obtained the best metric
values for the three noise standard deviation =15, 20 and 25.
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Table 1. The ISNR and NMSE Values of White Gaussian Noise Reduction for MRI Image

Image o=15 0=20 o=25
) ISNR 35781 3.8502 37723
(TV) approac NMSE 0.0117 0.0196 0.0307
. ) ISNR 2.3139 33652 3.8965
Wiener Filter NMSE 0.0156 0.0219 0.0298
ISNR 4.6410 49614 4.8812

MLP approach
NMSE 0.0115 0.0181 0.0277
ISNR 4.6876  5.4610 5.3356
RBFNNF Filter NMSE 0.0090  0.0135 0.0214
Noisy Image TV approach Wiener Filter MLP approach RBFNNF Filter

Fig. 4. X-ray image denoising: The columns from left to right show the noisy image and the restored images
by the total variation, Wiener Filter, MLP neural network and RBFNNF approach. The rows from top to down

are showing the experiments with different standard deviations of noise (0=15, 20, and 25).

Table 2. The ISNR and NMSE Values of White Gaussian Noise Reduction for X-ray Image

Image o=15 o0=20 0=25
ISNR 79673 6.7432 5.7707
(TV)approach NMSE 0.0060  0.0133 0.0253
ISNR 49572 4.9032 48218
Wiener Filter NMSE 0.0107  0.0189 0.0299
ISNR 92629  7.9364 6.8102
MLP approach NMSE 0.0048  0.0104 0.0203
ISNR 10.7236  9.4096 8.1921
RBFNNF Filter NMSE 0.0028  0.0067 0.0138

As second experimentation, our approach is applied to denoising X-ray image of 461x610 pixels taken
from http://lifeinthefastlane.com/resources/normal-x-ray-database, under the same settings used in the
first experimentation, the results are given in Fig. 4.
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The presented results show the good performance of our algorithm, especially the preservation of
discontinuities. Moreover the geometric characteristics such as corners and edges and originals contrast
are well restored. For purposes of comparison, the results of noise reduction by the considered methods
are shown in Table 2.

It is clear from result of Table 2 that the proposed approach (RBFNNF) has enhanced the noise reduction
due to the ability of the training algorithm when compared to the other filters. Indeed, the values of ISNR
metric are the best ones for our algorithm when applied to denoise the three noisy images (10.7236, 9.4096
and 8.1921 respectively).

Thirdly, we have applied the RBFNNF on mammography image of 258x241 pixels taken from
http://www.mammoimage.org/databases/, the results are given in Fig. 5. It is clear from these figures that
the performance of the new method is effective in different images. It can be seen from Table 4 that RBFNNF is
better than the others in image quality and the two metrics (ISNR and MNSE) show its efficiency.

Table 3. The ISNR and NMSE Values of White Gaussian Noise Reduction for Mammographic Image

Image o=15 0=20 o0=25
ISNR 53307 53543 4.9563
(TV)approach NMSE 0.0048  0.0086 0.0195
Wiener Filter ISNR 50524  6.1389 6.6124
NMSE 0.0052  0.0072 0.0099
MLP approach ISNR 82564  10.4088 12.5264
NMSE 0.0034  0.0027 0.0025
_ ISNR 84257 107171 13.0632
RBFNNF Filter NMSE 0.0024  0.0025 0.0022

Noisy Image TV approach Wiener Filter MLP approach RBFNNF Filter

Fig. 5. Mammographic image denoising: The columns from left to right show the noisy image and the
restored images by the total variation, Wiener Filter, MLP neural network and RBFNNF approach. The rows
from top to down are showing the experiments with different standard deviations of noise (c=15, 20, and
25).

In the last experimentation, the influence of window size over the RBFNN filter is studied where the

77 Volume 10, Number 2, March 2015



neighborhood pixels are used as inputs of the RBFNN filter to denoise images; the window size could be
3x3,5x5,7%x7 ...

The proposed approach is applied to denoise MRI image with standard deviations o=15 using window
sizes 3x3 and 5x5, it is compared to Weiner filter using the same window sizes.

The resulted denoised images are presented in Fig. 6. These results are summarized in Table 4 using
ISNR and NMSE metrics.

a) Wiener filter 3x3 b) Wiener filter 55 c¢) RBFNNF 3x3 d) RBFNNF 5x5

Fig. 6. RM image denoising with: a) Wiener filter 3x3, b) Wiener filter 5x5, c) RBFNNF 3x3, d) RBFNNF 5x5.

Table 4. The ISNR and NMSE Values of the RBFNNF and Wiener Filter with 3x3 and 5%5 Neighborhood Sizes
Wiener filter 3x3  RBFNNF 3x3  Wiener filter 55 RBFNNF 5x5

ISNR 2.3139 4.6876 0.2562 4.7638

MNSE 0.0156 0.0090 0.0282 0.0089

It could be noticed that, for the Weiner filter, the denoising performance has decreased (Table 4) when
we grow up the window size to 5x5, in the same time, some blurred regions have emerged in the denoised
image.

In this experimentation, when using our RBFNN filter, we can see that the size of the window does not
significantly affect the quality of denoised image even it lightly increases ( e.g ISNR value was 4.6876 for
3x3 neighborhood, for 5x5 it becomes 4.7638).

5. Conclusion

In this work, a denoising approach for medical images has been presented. The proposed approach uses a
new filtering formulation based on TV model minimization where the resolution is obtained using RBF
neural network. The training of the RBFNN filter is carried out by back-propagation algorithm to adjust the
nodes centers and the hidden layer weights.

The proposed filter was used to reduce noise from X-ray, MRI and Mammographic medical images giving
good visual quality with strong noise removal and also more details are preserved.

The influence of the window size over the denoising quality of our approach is also studied, where we
have deduced that the RBFNN filter is less sensitive to the change of the window size relative to wiener
filter.

Comparison of our approach with some known denoising methods has shown that the performance of
the RBFNNF is promising.
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